
    Abstract   
       Learning-based MPC methods consider auto-
matic adjustment of the system model during opera-
tion using machine learning methods, which passive-
ly leverage the available system data and result in 
slow learning with lacking of informative data. In 
this paper, an active learning-based MPC scheme is 
proposed with introducing an information content 
cost in the optimization problem, aiming to improve 
the learning ability as well as the closed-loop control 
performance.  

  Methods 
       In this paper, firstly, a simple state-space mod-
el is used to represent the prior model and a GPR 
model is applied to learn the residual uncertainty, 
and the conventional LB-MPC scheme is pro-
posed. Then, an information objective, which can 
be used to measure the information gain of the ex-
plorative data, is introduced. Based on this, the op-
timal control problem can be reformulated with 
the additive information objective so that the in-
puts can not only regulate the system dynamics but 
also have a probing effect that generates informa-
tive closed-loop data. Finally, the active learning-
based MPC(AL-MPC) scheme is proposed and il-
lustrated in Fig.1. 

 

 

 

 

 

 

 

Fig. 1. block diagram illustrating AL-MPC  
(1)Passive learning part: Automatic adjustment 
of the system model during operation using 
Gaussian Process Regression.  

(2)Active learning part: Information content is 
introduced as dual objective for explicitly reward-
ing the system probing. The dual objective is de-
rived from information theory: 

 

 

And the cost function of the OCP is: 
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     Experimental Results   
      Experiment is respectively carried out in a Van 
der Pol Oscillator. The AL-MPC algorithm is com-
pared to Learning-based MPC which only passive-
ly leverage the available system data. The equation 
of the system dynamics is as follows: 
 
 
 
 
In fig.2, the comparison of the control input ob-
tained using different algorithms suggests that AL-
MPC scheme does introduce extra active excita-
tion to the system. In Fig.3, the difference in state 
trajectory shows that the better learning ability and 
the effectively improvement of tracking effect of 
AL-MPC. 

Fig.2. Comparison of control input    Fig.3. Comparison of state  

 of two algorithms                               trajectory of two algorithms                              

 
          

   Conclusion 
       

      The proposed algorithm could effectively im-
prove the learning ability as well as the closed-loop 
control performance. Experimental results show 
that the AL-MPC scheme does introduce active ex-
citation to the system and the tracking effect of the 
controller is improved effectively.  

 

Further research will focus on the satisfaction of  
input and state constraints which is lack in most 
learning-based methods. Then the safety guaran-
tees on the active learning-based MPC will be stud-
ied. 
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