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Abstract: Inspired by the importance of actuator position and rate constraint, we study in this paper the semi-global leader-
following output consensus problem of multiple heterogeneous linear systems in the presence of actuators position and rate
saturation via state feedback control. We design a distributed leader state observer, based on which a state feedback output
consensus protocol is constructed for each follower. In addition, we propose a framework of formation control by combining
consensus control and model predictive control to resolve the problem of obstacle and inter-agent collisions. The effectiveness
of our approach is verified by simulation and actual flight experiments of UAVs.
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1 Introduction

Leader-following consensus, a fundamental problem of
distributed control for multi-agent systems, entails the con-
struction of a control protocol for every agent so that the
states/outputs of all followers converge to the state/output of
the leader, see [1–3]. In real applications with substantial
number of agents, to reduce communication pressure, dis-
tributed control protocols are preferred.

In the early literature, many results are obtained in the
consensus problem of a multi-agent system. Li et al. solved
the problem of general linear systems with adaptive dynamic
protocols [4] and fully distributed control laws [5]. Ma and
Miao [6] and Han et al. [7] focused on the output consensus
of heterogeneous linear systems via an output regulation ap-
proach. It is well noted that actuator saturation is ubiquitous
in practical control systems, however, these early results do
not take it into consideration.

In view of semi-global convergence with actuator satura-
tion, low gain feedback design technique (see Lin [8]) is of
great significance in guaranteeing the control input to remain
unsaturated by tuning the low gain parameter small enough,
given any arbitrarily large and bounded set of initial condi-
tions. Via the low gain feedback design technique, the semi-
global output containment control of multiple linear systems
(see [9]) and multiple heterogeneous linear systems (see Shi
et al. [10]) are solved. In our recent work [11], a forma-
tion control of UAVs are considered by using the semi-global
consensus control laws for general linear systems, based on
the low gain feedback design technique.

Besides the position saturation of actuators, actuator rate
saturation may worsen the performance of the closed-loop
system, and may even leads to instability. As reported in
[12], actuator saturation is exactly a contributing factor for
the mishaps of YF-22 fighter aircraft. The position and rate-
limited case is firstly studied by Lin [13] to solve the semi-
global stabilization problem of a linear system if the open-
loop system is stabilizable and all its poles located at the
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closed left-half complex plane. In recent years, the meth-
ods of Lin [13] is extended to the coordination control of
multiple linear systems subject to actuator position and rate
saturation. The semi-global containment control and leader-
following consensus problems are, respectively, considered
by Zhao and Lin [14] and Zhao and Shi [15], where both
state feedback control algorithm and output feedback control
algorithm are proposed under connected undirected graphs.
To the best of our knowledge, there is no results on the out-
put consensus problem for multiple heterogeneous systems
with both actuator position and rate saturation, which is ex-
actly the problem we consider in this paper. By the low
gain approach and output regulation theory, we construct a
state feedback consensus protocol for each follower over a
directed network. The protocol is designed based on a dis-
tributed observer that estimates the state of the leader. A
discrete-time counterpart of this paper can be found in [16].

However, some inherent constraints of the above algo-
rithms prevent them to be effective in real applications. (i)
The trajectory of the leader is determined by its initial state.
Though the leader has control input in some results [17], the
trajectory of the leader is given by a human operator. Hence,
the leader cannot generate safe trajectories autonomously to
react to environments. (ii) States of agents may exceed the
constraint. (iii) They do not take inter-agent collision avoid-
ance into consideration. In this paper, model predictive con-
trol (MPC) is applied to tackle these issues.

MPC is actually an optimization problem that can address
state and input constraints. It is frequently used in industry
for motion planning of a single vehicle. For motion plan-
ning of multi-agent systems, inter-vehicle collision avoid-
ance must be taken into consideration, which is a coupled
constraint for agents. To solve the coupled constraint in a
distributed way, each robot solves a local de-coupled sub-
problem in a sequential order [18], or applies alternating di-
rection method of multipliers scheme [19] so that computa-
tional load is distributed. In this paper, we use the method of
Lai et al. [23], that use MPC for motion planning of a single
agent, to multi-agent systems.

The contributions of this paper are fourfold: i) for the out-



put consensus problem, both actuator position and rate satu-
ration are considered for heterogeneous multi-agent systems;
ii) a novel framework of formation control using consensus-
based control and MPC is proposed to avoid obstacle colli-
sion and inter-agent collision, so that the control law can be
implemented in obstacle-cluttered environments; iii) com-
pared with many results where the trajectory of the leader is
given by a human operator, the trajectory of the leader in this
paper is computed distributed by the agents, via the commu-
nication graph; and iv) compared to the work of Lai et al.
[23], a novel navigation function is used to avoid local min-
ima, and it leads to a shorter path. Furthermore, actual flight
experiments are done to verify our method.

The outline of the rest of this article is as follows. Sec-
tion 2 gives the problem definition of semi-global state feed-
back leader-following output consensus for heterogeneous
linear systems with position and rate-limited actuators. The
consensus protocol is then constructed in Sections 3. In Sec-
tion 4, we propose a framework of formation control by com-
bining consensus control and MPC to resolve the problem of
obstacle and inter-agent collisions. Section 5 gives both the
simulation and experiment results. Finally, we conclude our
work in Section 6 with some remarks.

Throughout this paper, for a time constant T ≥ 0 and a
signal x : R+ → Rs, x = [x1, x2, · · · , xs]T, |x| denotes
the Euclidean norm, ‖x‖∞ = maxi |xi|, and ‖x‖∞,T =
supt≥T |x|.
2 Preliminaries and formulation of the output

consensus problem

The group of (N + 1) heterogeneous linear systems is
consist of one leader and N followers. The leader agent is
labeled as 0, and its dynamics is described as{

ẇ = Sw,

y0 = −Qw,
(1)

where w ∈ Rs, y0 ∈ Rm are, respectively, the system state
and output. Following the system in [20], the dynamics of
the ith follower, i = 1, 2 · · · , N , is subject to actuator posi-
tion and rate saturation:

ẋi = Aixi +Biσp(si) +Wiw,

ṡi = σr(ui),

yi = Cixi,

ei = Cixi +Qw i = 1, 2, · · · , N

(2)

where xi ∈ Rni , yi ∈ Rm, ui ∈ Rqi are the plant state,
output and control input, respectively, of the ith follower.
The second equation represents the actuator dynamics with
state si ∈ Rqi . ei ∈ Rm denotes output tracking error
of the ith follower. The leader generates both the trajecto-
ries to be tracked y0 and external disturbances to be rejected
Wiw. σp(·) : Rqi → Rqi represents a vector valued sat-
uration function. For si = [si1, si2, · · · , siqi ]T, σp(si) =
[σp(si1), σp(si2), · · · , σp(siqi)]T. For each j = 1, 2, · · · , qi,
σp(sij) = sgn(sij) min{|sij |, p} is the standard saturation
function, where p is a known constant.

The communication topology among the (N + 1) agents
is represented by a directed graph G = {V, E} (see [21] for
a summary of digraph). We use F = {1, · · · , N} to denote

the set of followers, and use Ni := {j : (j, i) ∈ E} to repre-
sent the set of neighbors of node i. We use d to represent the
diameter of G, which means the longest among all the short-
est paths between each pair of robots. For a directed graph G,
the adjacency matrix A = [aij ] ∈ R(N+1)×(N+1) is defined
as aij = 1 if (j, i) ∈ E , otherwise, aij = 0. The Laplacian
matrix L = [lij ] ∈ R(N+1)×(N+1) is defined as lij = −aij
if i 6= j, and lii =

∑N
j=0 aij . According to the classifica-

tion of the leader and the followers, L can be partitioned as[
0 0
Lfl Lff

]
, where Lfl ∈ RN×1, Lff ∈ RN×N .

Assumption 1: There is a directed path from the leader 0
to each follower.

Assumption 2: The following regulator equations

ΠiS = AiΠi +BiΓi +Wi

CiΠi +Q = 0, i = 1, 2 · · · , N (3)

have a pair of solutions Πi ∈ Rni×s and Γi ∈ Rqi×s.
Assumption 3: For each i = 1, 2, · · · , N , the pair (Ai, Bi)

is stabilizable, and all eigenvalues of Ai have non-positive
real parts.

Lemma 1 [8]: Suppose Assumption 3 holds. For each
ε ∈ (0, 1], there exists anx unique positive definite matrix
Pi(ε) ∈ Rni×ni , i ∈ F of the following parametric alge-
braic Riccati equation (ARE):

AT

iPi(ε) + Pi(ε)Ai − 2Pi(ε)BiB
T

i Pi(ε) = −εIni
. (4)

In addition, limε→0 Pi(ε) = 0.
Assumption 4: For i = 1, 2, · · · , N , there exists a time

T ≥ 0 and two positive constants δp and δr, such that 0 <
p − ‖Γiw‖∞,T ≤ δp and 0 < r − ‖ΓiSw‖∞,T ≤ δr for all
w with w(0) ∈ W0, whereW0 is a priori given bounded set.

Remark 1. Assumption 4 means that w is bounded for all
time t ≥ T . Since w is determined by Eq. (1), it im-
plies that all eigenvalues of S have non-positive real parts,
and those eigenvalues with zero real parts are semi-simple.
Besides, Assumption 4 also implies p > ‖Γiw‖∞,T and
r > ‖ΓiSw‖∞,T . Γiw and ΓiSw can be viewed as the
generalized actuator position and rate of the leader. If the
actuator position or rate of the follower is less than the ac-
tuator position or rate of the leader, it is impossible for the
followers to catch up the leader when it moves at its maximal
pace. Thus, Assumption 4 is reasonable in real applications.

Due to the communication constraints, some followers
may not have access of the information of the leader. Thus,
firstly, we construct the following distributed observer for
each follower to estimate the state of the leader.

η̇i = Sηi+µ
( N∑
j=1

aij(ηj−ηi)+ai0(w−ηi)
)
, i ∈ F (5)

where µ is a positive constant such that (IN⊗S−µLff⊗Is)
is Hurwitz. Such a µ exists because under Assumption 1, all
eigenvalues of Lff have positive real parts (see [22]).

The state feedback-based semi-global leader-following
output consensus problem formed by followers (2) and
leader (1) is defined as follows.

Problem 1: Consider a multi-agent system consists of
followers (2) and leader (1). Assume that Assumptions



1–4 hold. Let x = [xT
1, · · · , xT

N ]T, s = [sT
1, · · · , sT

N ]T,
η = [ηT

1 , · · · , ηT
N ]T, n = n1 + n2 + · · · + nN , and q =

q1 +q2 + · · ·+qN . For a priori given bounded sets X0 ⊂ Rn,
V0 ⊂ Rq , W0 ⊂ Rs and Z0 ⊂ RNs, construct a state
feedback consensus protocol ui = fi(xi, si, ηi) for each fol-
lower, based on the distributed observer (5), such that for
[xT(0), sT(0), wT(0), ηT(0)]T ∈ X0 × S0 × W0 × Z0, the
leader-following output consensus is achieved, that is, for
each i ∈ F , limt→∞ ei = 0.

3 Output consensus control

In this section, we will propose a state feedback consensus
protocol for each follower to solve Problem 1. For notational
convenience, we denote Pi := Pi(ε) hereafter to represent
the solution of algebraic Riccati equation (4). Consider the
following output consensus control law:

ui = −1

ε2
(
BT

i Pi(xi −Πiηi) + (si − Γiηi)
)

+ ΓiSηi, (6)

where Πi and Γi are a pair solution of the regulator equation
(3), and ηi is the state of the observer (5).

Theorem 1: Consider a multi-agent system consists of
followers (2) and leader (1). Assume that Assumptions 1–4
hold. The low gain state feedback consensus protocols (6)
solve Problem 1.

Proof. Denote the estimation error η̃i = ηi−w, whose com-
pact form is η̃ = [η̃T

1 , η
T
2 , · · · , η̃T

N ]T. By (5), η̃ is determined
by the following equation:

˙̃η = (IN ⊗ S − µLff ⊗ In)η̃.

Since IN ⊗S−µLff ⊗ In is Hurwitz, then limt→∞ η̃i = 0.
Let x̃i = xi −Πiw, it follows that

˙̃xi = (Aixi +Biσp(si) +Wiw)−ΠiSw

= Aix̃i +Biσp(si)−BiΓiw, (7)

where the last equality holds due to the first equation of As-
sumption 2.

Let x̃ = [x̃T
1, · · · , x̃T

N ]T, s = [sT
1, · · · , sT

N ]T, w̄ = 1N ⊗w,
η̃ = [η̃T

1 , · · · , η̃T
N ]T, X = diag{X1, · · · , XN}, where X =

A,B, P,Π,Γ. Then the compact form of (7) is written as

˙̃x = Ax̃+Bσp(s)−BΓw̄, (8)

and s satisfies

ṡ = σr

(
− 1

ε2
BTP (x−Πη)− 1

ε2
(s−Γη) + Γ(IN ⊗S)η

)
.

(9)
We define the Lyapunov function candidate

V = x̃TPx̃+ (BTPx̃+ s− Γw̄)T(BTPx̃+ s− Γw̄).

Notice that V is positive definite.
By Assumption 4, we have

‖Γiw‖∞,T < p, ‖ΓiSw‖∞,T < r.

Because limt→∞ η̃i = 0, it is reasonable to assume that

‖BT

i PiΠiη̃i‖∞,T ≤ ε2
δr
6
,

‖Γiη̃i‖∞,T ≤ ε2
δr
6
,

‖ΓiSη̃i‖∞,T ≤
δr
6
, (10)

for all ε ∈ (0, 1] and all initial conditions of η̃i(0).
For any [xT(0), sT(0), wT(0), ηT(0)]T ∈ X0×S0×W0×

Z0, x̃(T ) and s(T ) belong to bounded sets X̃T and ST , re-
spectively, independent of ε, since they are determined by
linear differentiate equations with bounded inputs. Accord-
ing to Remark 1, w(t) is also bounded. Therefore, there
exists a bounded setWT such that w(T ) ∈ WT .

Let c > 0 be a constant such that

sup
ε∈(0,1],[x̃T(T ),sT(T ),wT(T )]T∈X̃T×ST×WT

V ≤ c.

Such a c exists because X̃T , ST and WT are bounded, and
limε→0 P = 0.

Define LV (c) := {[x̃T, sT, wT]T ∈ Rn+q+s : V ≤ c}. Let
ε∗ ∈ (0, 1] be such that, for all ε ∈ (0, ε∗], [x̃T, sT, wT]T ∈
LV (c) implies that

‖BT

i PiAix̃i‖∞,T ≤
σr
6
,

‖BT

i PiBiδp(si)‖∞,T ≤
σr
6
,

‖BT

i PiBiΓiw‖∞,T ≤
σr
6
. (11)

The existence of such an ε∗ is due to the fact that
limε→0 Pi = 0.

The derivative of V along the trajectories (1), (8) and (9)
inside LV (c) follows

V̇

= ˙̃xTPx̃+ x̃TP ˙̃x+ 2(BTPx̃+s−Γw̄)T(BTP ˙̃x+ṡ−Γ ˙̄w)

=
((
x̃TAT + σT

p(s)BT − w̄TΓTBT
)
Px̃

+ x̃TP (Ax̃+Bσp(s)−BΓw̄)
)

+ 2(BTPx̃+ s− Γw̄)T

×
(
BTP (Ax̃+Bσp(s)−BΓw̄) + σr

[
− 1

ε2
BTP (x−Πη)

− 1

ε2
(s− Γη) + Γ(IN ⊗ S)η

]
− Γ(IN ⊗ S)w̄

)
= x̃T(−εIn + 2PBBTP )x̃+ 2x̃TPBσp(s)− 2x̃TPBΓw̄

+ 2(BTPx̃+ s− Γw̄)T

(
σr
[
− 1

ε2
BTPx̃− 1

ε2
(s− Γw̄)

+ Γ(IN ⊗ S)w̄ + ς
]
− Γ(IN ⊗ S)w̄ + Θ

)
= −εx̃Tx̃+ 2x̃TPB(BTPx̃+ σp(s)− Γw̄)

+ 2(BTPx̃+ s− Γw̄)T

(
σr
[
− 1

ε2
BTPx̃− 1

ε2
(s− Γw̄)

+ Γ(IN ⊗ S)w̄ + ς
]
− Γ(IN ⊗ S)w̄ + Θ

)
= −εx̃Tx̃+

N∑
i=1

2x̃T

iPiBi(B
T

i Pix̃i + σp(si)− Γiw)

+

N∑
i=1

2(BT

i Pix̃i + si − Γiw)T

(
σr
[
− 1

ε2
BT

i Pix̃i

− 1

ε2
(si − Γiw) + ΓiSw + ςi

]
− ΓiSw + θi

)
,

(12)



where

ς =
1

ε2
BTPΠη̃ +

1

ε2
Γη̃ + Γ(IN ⊗ S)η̃,

Θ = BTP (Ax̃+Bσp(s)−BΓw̄),

ςi =
1

ε2
BT

i PiΠiη̃i +
1

ε2
Γiη̃i + ΓiSη̃i,

θi = BT

i Pi(Aix̃i +Biσp(si)−BiΓiw).

Denote φi = −BT
i Pix̃i, (12) can be rewritten as

V̇ =− εx̃Tx̃−
N∑
i=1

2φT

i (σp(si)− Γiw − φi)

+

N∑
i=1

2(si − Γiw − φi)T

(
− ΓiSw + θi

+ σr
[
− 1

ε2
(si − Γiw − φi) + ΓiSw + ςi

])
. (13)

According to (10) and (11), we have

‖ςi‖ ≤ ‖
1

ε2
BT

i PiΠiη̃i‖+ ‖ 1

ε2
Γiη̃i‖+ ‖ΓiSη̃i‖ ≤

δr
2
,

‖θi‖ ≤ ‖BT

i PiAix̃i‖+ ‖BT

i PiBiδp(si)‖+ ‖BT

i PiBiΓiw‖

≤ δr
2
.

(i) First, we consider the case that ‖ − 1
ε2 (si − Γiw −

φi) + ΓiSw + ςi‖ ≤ r, that is, ‖si − Γiw − φi‖ ≤ ε2 δr2 ,
which implies ‖si‖ ≤ ε2 δr2 + ‖Γiw‖ + ‖φi‖. Choos-

ing ε ≤ min
{

max
{
ε : ε ∈ (0, 1], ‖φi‖ ≤ δp −

‖Γiw‖
}
,
√

2(p−‖Γiw‖−‖φi‖)
δr

}
. Such an ε exists because

‖Γiw‖ < p and limε→0 ‖φi‖ = limε→0 ‖ − BT
i Pix̃i‖ = 0.

Then, we have ‖si‖ ≤ p, which means σp(si) = si. It fol-
lows that

σr
[
− 1

ε2
(si − Γiw − φi) + ΓiSw + ςi

]
− ΓiSw + θi

= − 1

ε2
(si − Γiw − φi) + ςi + θi, (14)

and

2φT

i (σp(si)− Γiw − φi) = 2φT

i (si − Γiw − φi). (15)

Taking (14) and (15) into (13) gives

V̇ = −εx̃Tx̃−
N∑
i=1

2φT

i (si − Γiw − φi)

+

N∑
i=1

2(si − Γiw − φi)T

×
(
− 1

ε2
(si − Γiw − φi) + ςi + θi

)
≤ −εx̃Tx̃− 2

N∑
i=1

‖si − Γiw − φi‖

×
( 1

ε2
‖si− Γiw− φi‖ − ‖ςi + θi‖+ ‖φi‖

)
.

There exists an ε∗1 ∈ (0, 1] such that for any ε ∈ (0, ε∗1],
1
ε2 ‖si−Γiw−φi‖−‖ςi+θi‖+‖φi‖ > 0, because 1

ε2 →∞

as ε→ 0, ‖φi‖ → 0 as ε→ 0, and ‖ςi + θi‖ ≤ δr. Thus, we
have

V̇ < 0, ∀[x̃T, sT, w̄T]T ∈ LV (c)\{0}. (16)

(ii) Next, we consider the case that− 1
ε2 (si−Γiw−φi) +

ΓiSw+ςi < −r, i.e., si−Γiw−φi > ε2(r+ΓiSw+ςi) > 0.
(a) if si − Γiw > 0 and φi > 0, then σp(si)− Γiw ≥ 0. It

follows that (13) can be rewritten as

V̇ ≤ −εx̃Tx̃− 2

N∑
i=1

‖φi‖(si − Γiw − φi)

+ 2

N∑
i=1

(−r − ΓiSw + ‖θi‖)(si − Γiw − φi)

= −εx̃Tx̃− 2

N∑
i=1

(‖φi‖+ r + ΓiSw − ‖θi‖)

× (si − Γiw − φi).

Since r − ‖ΓiSw‖ < δr and ‖θi‖ ≤ δr
2 , there exists

an ε∗2 ∈ (0, 1] such that for any ε ∈ (0, ε∗2], ‖φi‖+ r +
ΓiSw − ‖θi‖ > 0. Thus, it follows that Eq. (16) holds.

(b) if si−Γiw > 0 and φi < 0, then (si−Γiw−φi)T(−r−
ΓiSw + θi) < 0 and −φT

i (σp(si) − Γiw − φi) > 0.
Then, we have

V̇ = −εx̃Tx̃− 2

N∑
i=1

φT

i (σp(si)− Γiw − φi)

+ 2

N∑
i=1

(si − Γiw − φi)T(−r − ΓiSw + θi)

≤ −εx̃Tx̃+ 2

N∑
i=1

(−r − ΓiSw + θi + ‖φi‖)

× (si − Γiw − φi) (17)

Similarly, there exists an ε∗3 ∈ (0, 1] such that for any
ε ∈ (0, ε∗3], −r − ΓiSw + θi + ‖φi‖ < 0. Since si −
Γiw − φi > 0, we have V̇ ≤ −εx̃Tx̃, which means Eq.
(16) holds.

(c) if si − Γiw < 0 and φi < 0, then si < Γiw < p. It is
easy to verify that Eq. (17) holds.

(iii) Similarly, we can show that (16) holds for the case
that − 1

ε2 (si − Γiw − φi) + ΓiSw + ςi > r.
In conclusion, we have shown that, for all ε ∈ (0, ε∗],

ε∗ = min{ε∗1, ε∗2, ε∗3},

V̇ < 0, ∀[x̃T, sT, wT]T ∈ LV (c)\{0}.

Hence, we have limt→∞ x̃i = limt→∞(xi − Πiw) = 0 and
limt→∞(si − Γiw) = 0, which implies that

lim
t→∞

ei = lim
t→∞

(Cixi+Qw)= lim
t→∞

(Ci(x̃i+Πiw)+Qw) = 0.

The above facts complete the proof.

4 Formation control with collision avoidance

In this section, we extend the above results to solve a kind
of formation control with obstacle collision avoidance and
inter-agent collision avoidance. This section introduces four
parts: consensus-based formation control, model predictive
control, common obstacle-free convex region, and a frame-
work of formation control.



4.1 Consensus-based formation control
Definition of formation. Consider a set of m ∈ N pre-

defined template formations. Each template formation f ∈
I = [1,m] is given by a reference point cf , and agents posi-
tions relative to the reference point {∆pf1 , · · · ,∆pfn}. That
is, the absolute position of agent i is actually pf1 = cf+∆pfi .
In this paper, we assume template formations have priority.
For example, square has higher priority than line.

Suppose that systems (1) and (2) represent a set of robots
like unmanned aerial vehicles. More specifically,




ṗ0

v̇0

ȧ0

j̇0

 =


0 I 0 0
0 0 I 0
0 0 0 I
0 0 0 0



p0

v0

a0

j0



p0 =
[
I 0 0 0

] 
p0

v0

a0

j0

 ,
(18)



[
ṗi
v̇i

]
=

[
0 I
0 0

] [
pi
vi

]
+

[
0
I

]
σp(ai)

ȧi = σr(ji)

pi =
[
I 0

] [pi
vi

]
, i = 1, · · · , N.

(19)

where for i = 0, 1, · · · , N , pi, vi, ai and ji are respectively
the position, velocity, acceleration and jerk of the ith robot
in the 2-D or 3-D space. It is easy to obtain states w and
xi, outputs yi, inputs ui, and matrices S, Q, Ai, Bi, Wi

and Ci by comparing systems (1) and (18), (2) and (19). In
the formation control, system (18) is assumed to be a virtual
leader.

For a template formation f , the formation control is
achieved if limt→∞(pi(t) − p0(t) − ∆pfi ) = 0. If we re-
main the state of the virtual leader unchanged, i.e., x0 =
[pT

0, v
T
0 , a

T
0, j

T
0 ]T, and transform the state and output of the

followers into x̂i = [(pi−∆pfi )T, vT
i ]T, ŷi = pi−∆pfi , then

systems (19) are converted to



[
ṗi
v̇i

]
=

[
0 I
0 0

] [
pi −∆pfi

vi

]
+

[
0
I

]
σp(ai)

ȧi = σr(ji)

pi −∆pfi =
[
I 0

] [pi −∆pfi
vi

]
, i = 1, · · · , N.

(20)

It is obvious that the leader-following formation control of
systems (18) and (19) is achieved if the leader-following out-
put consensus problem of systems (18) and (20) is solved.

4.2 Model predictive control
Let ui(t), xi(t), t ∈ [t0, t0 + T ], be respectively the input

and system state trajectories of robot iwith T being the plan-
ning horizon. The local motion planning can be formulated
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Fig. 1: (left) An example of generated path with local min-
ima without using navigation function; (right) A shorter path
is generated by using navigation function. The gray rectan-
gles are obstacles.

as a MPC problem that solves

Ji = ξi
(
xi(t0 + T )

)
+

∫ t0+T

t=t0

Li
(
x(t), u(t)

)
(21)

s.t. xi(t0) = xi,0 (22)
vi ∈ [vmin, vmax], ai ∈ [amin, amax], ji ∈ [jmin, jmax]

(23)

pi(t) /∈ O, ∀t ≥ t0 (24)
pi(t) ∩ pj(t) ∈ ∅, ∀t ≥ t0,∀i 6= j (25)

where functions ξi and Li are respectively the user-defined
terminal and running costs, Eqs. (22)–(25) are respectively
the initial condition constraint, state and input constraints,
obstacle collision free constraint, and inter-vehicle collision
free constraint. O is a set of static obstacles in the global
map. The methods of [23] are summarized as follows:
(a) Given systems (19), the problem is formulated as an

optimization problem over continuous-time domain, as
Eqs. (21)–(25) shows.

(b) Motion primitives (MPs) are constructed from bound-
ary state constraints, and they are generated offline with
a boundary value problem (BVP) solver. These MPs are
denoted by boundary state constrained primitives.

(c) Then, the BVP solutions are approximated with a neu-
ral network (NN) for fast computation during online
trajectory generation.

(d) The references and inputs are generated based on the
receding horizon control by solving the MPC problem
with NN and particle swarm optimization (PSO).

Its efficiency has been tested on quadrotors in real flight
experiments. To apply this algorithm to a multi-robot sys-
tem, inter-vehicle collision free constraint (25) is considered
when solving PSO in step (d). In addition, we use naviga-
tion function (NF) as the cost of PSO to improve efficiency
of this algorithm.

A navigation function is a special class of artificial poten-
tial field that has no local minima. In the left figure of Fig. 1,
a path of local minima is generated without using NF. It re-
sults in a longer path. NF will address the problem of local
minima and generate a shorter path, as the right figure of
Fig. 1 shows.

By discretizing the 3-D space, NF is obtained based on
Dijkstra’s algorithm [24], a commonly used optimal graph
search method, by considering Euclidean Distance Trans-
form (EDT) as an additional cost-to-go heuristics. The com-



putation process of NF is given in Algorithm 2. Given a set
of targets and the grid map, Algorithm 2 outputs NF of each
grid that is stored in a set dist. In the grid map gridMap, the
value of a grid equals one if it is occupied by an obstacle,
otherwise, the value is zero. Firstly, NF of each grid is set as
infinity (line 2), and each grid is not visited yet (line 3). NF
of the target is set as the cost to the nearest obstacle (line 5).
When there is at least one grid that has not been visited (line
6), we find the grid u that has the minimum NF (line 7), and
mark this grid as a visited one (line 8), then we traverse each
neighbor of this grid, and the temporary NF of a neighbor v
equals NF of grid u plus the distance of u and v plus the cost
of v to its nearest obstacle. If the temporary NF of v is less
then its previous NF, its NF is updated with the temporary
NF (lines 9–15).

Algorithm 1 Computation of navigation function
Input: target, gridMap
Output: dist (NF at each grid)
1: for each grid g in gridMap do
2: dist[g]← infinity
3: visited[g]← 0
4: end for
5: dist[target]← obsCost(target)
6: while at least one element of visited equals to 0 do
7: u← argmin

u
dist[u]

8: visited[u]← 1
9: for each adjacent v of u do
10: preDist← dist[v]
11: curDist← dist[u] + length(u,v) + obsCost(v)
12: if curDist<preDist
13: dist[v]← curDist
14: end if
15: end for
16: end while

4.3 Common obstacle-free convex region
Due to limited view of robots, they may have different ob-

stacle maps. Therefore, agents need to reach an agreement
of a convex region that is free of obstacles. To this end, we
propose a distributed algorithm to obtain the common obsta-
cle free convex region.

To compute Ci, an obstacle-free convex region in field
view of robot i, we follow the work of Deits and Tedrake
[25], which relies on the iterative optimization. Given a
small initial ellipsoid in the obstacle free space of the robot’s
field of view, we compute i) the separating hyperplanes be-
tween obstacles and the ellipsoid; ii) the largest ellipsoid em-
bedded in the convex polytope. The problem is formulated
as convex programs and these two steps are repeated until
the ellipsoid is convergent. For every obstacle, a hyperplane
will be found to separate it and the ellipsoid.

Assume that, for agent i, the separating hyperplanes it ob-
tains are Ai,kx = bi,k, for Ai,k ∈ Rli×4, bi,k ∈ Rli where li
is the number of hyperplanes. Then, the convex polytope is
the set of points that satisfy

Ci = {x ∈ R4|Aix ≤ bi}. (26)

The intersection of convex polytope of all robots is

C = ∩i∈VCi, ∀i, j ∈ V, i 6= j. (27)

All robots compute the common convex region through an
iterative process, as Algorithm 2 shows. For each robot, the
separating hyperplanes are initialized as empty sets. Then,
the robots communicate to their neighbors only new hyper-
planes, to reduce communication cost. At each iteration, the
individual convex region shrinks and finally converges to the
intersection of convex regions.

Algorithm 2 Distributed intersection of convex regions
1: Ai(−1) = ∅, bi(−1) = ∅, Ai(0) = Ai(t0), bi(0) = bi(t0)

2: for k = 0, 1, · · · , d− 1 do
3: Send Āi(k)=Ai(k)\Ai(k−1) and b̄i(k)=bi(k)\bi(k−1)

to all j ∈ Vi
4: Receive Āj(k) and b̄j(k) from all j ∈ Vi
5: Ci(k + 1) = convhull(Ai(k), bi(k), Āj(k), b̄j(k))

6: end for

4.4 Framework of formation control using consensus
control and MPC

For the trajectory generation of a group of robots, we take
receding horizon control (RHC). Each time interval includes
two subintervals, which are communication and motion. As
Fig. 2 shows, during each cycle, our method consists of the
following steps:
(1) At initial time t0, each robot computes its obstacle-free
convex region, denoted by Ci, in position-time space.
(2) All robots compute the common obstacle-free convex re-
gion Cij = Ci ∩ Cj and C = ∩i∈VCi, ∀i, j ∈ V, i 6= j.
(3) Each robot uses particle swarm optimization (PSO) to
compute the trajectory of the virtual leader;
(4) All robots perform consensus on trajectory of the virtual
leader, and the actual trajectory is selected as the one with
the minimum cost defined in the PSO algorithm.
(5) All robots reach an agreement on if or not they can keep
current formation f1 ∈ I at time t0 + ∆t3, within the result-
ing common obstacle-free convex region C.

(i) If yes, consensus-based formation control is imple-
mented for time ∆t2 −∆t1. Then, return to Step (1).

(ii) If no, they will try to form other template formations.
If one template formation can be formed, for example,
formation f2 ∈ I, MPC is used for robots to transform
from f1 to f2. Then, return to Step (1) with the updated
formation. If all template formations are failed to form,
MPC will be applied for robots to navigate to their goals
individually. Then, return to Step (1).

The whole process repeats with updated initial condition un-
til all robots reach their goals.

With consideration of the three issues proposed in Sec-
tion 1, they are respectively solved by the following meth-
ods.
(1) Trajectory of the leader. The trajectory of the virtual
leader is generated by all the followers. Since dynamics of
the virtual leader (18) has zero input, we assume its jerk j0
keeps a constant during each motion iteration (t0, t0 + ∆t2].
Moreover, the trajectory of the virtual leader is the trajectory
of the reference point as described in definition of formation.
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Fig. 2: Overview of the proposed method. The blue parts
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municate to perform parameter consensus.

(2) State constraint. Firstly, the state constraint of the virtual
leader is satisfied by implementing MPC. Since the consen-
sus control law achieves limt→∞(x̂i − Πiw) = 0, the state
constraint of the followers can be satisfied by setting xi(t0)
within a small neighborhood of w(t0). In addition, in such a
case, inter-agent collision can also be avoided.
(3) Collision avoidance. The inter-agent collision may occur
in two conditions. One is the MPC process, which solves
the problem as a constraint, as Eq. (25) shows. One is
the consensus-based control process. In this case, consen-
sus control is applied only when MPC navigates robots to
a small neighborhood of the target formation. Then, robots
move in the target formation without inter-agent collision.

5 Simulation and experiment results

In this section, we verify the effectiveness of the frame-
work by both simulations and experiments with a group of
micro aerial vehicles whose dynamics satisfy Eqs. (18), (19).

We test our our method in two scenarios. In both scenar-
ios, there are two formation templates: square and line, and
square has higher priority than line. The matrix Pi we used
in the control law (6) is the solution of Eq. (4) with ε = 0.1.
Both simulation and experiment are done in a 6m×5m area.
The next target is given only if the virtual leader enters the
radius (0.2m) of the current one. The algorithm is repeated
at 4 Hz, and robots predict formations at 2 Hz. The maxi-
mum velocity, acceleration and jerk of robots are 2 m/s, 2
m/s2 and 1 m/s3, respectively. For the PSO algorithm, 20
particles are iterated over 20 times.

Scenario 1. The simulation result is shown in Fig. 3.
There are four convex obstacles in the area and four targets
are given. The initial formation is square. Since square is
the predicted formation at each cycle, consensus-based for-
mation control is applied to maintain the square formation.

Scenario 2. The simulation result is shown in Fig. 4. At
t = 2.5 sec, MAVs can maintain original square formation,
so consensus-based control is applied. They arrive at the
first target at t = 5 sec. At t = 9.5 sec, there is a narrow
corridor in front of them and they can not pass it if they keep
square formation, hence, MPC is used for them to switch

to line formation. Afterwards they keep line formation by
using consensus-based control until they passed the corridor.
At t = 16.75 sec, MPC is used to recover to the square
formation, given that the square formation is the predicted
formation for the next cycle.

The experimental platforms are Crazyflie 2.1, a nano
quadrotor helicopter, and we use VICON motion cap-
ture system to localize robots and obstacles. The corre-
sponding flight experiments of MAVs in these two sce-
narios can be found in https://youtu.be/T0JredjnvTs or
https://www.bilibili.com/video/BV1qp4y147nG/.

6 Conclusion

In this paper, we have investigated the semi-global out-
put consensus problem for multiple heterogeneous linear
systems subject to actuator position and rate saturation. A
distributed state feedback-based consensus protocol is con-
structed for each follower. It is proved that given any a priori
given bounded conditions, the problem is solved by the con-
sensus protocol if the communication graph contains a span-
ning tree. In addition, together with MPC, consensus-based
control is applied to solve a kind of formation control with
consideration of collision avoidance.
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dots) and target formation (blue stars); (b) Snapshots of trajectories of four MAVs’ (red line) and the virtual leader (blue line).
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Fig. 4: Simulation results of Scenario 2.
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