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Probability space

(︁
Ω,F W ,

(︁
F W

t

)︁
0≤t≤T

, lP
)︁

: complete filtered propability space

Wt : n-D standard Brownian motion

F W
t : σ{Ws; 0 ≤ s ≤ t}

[0,T] : fixed time horizon
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SDE, BSDE and FBSDE

(Forward) stochastic differential equation (SDE, in short)⎧⎪⎪⎪⎨⎪⎪⎪⎩ dxt = b(t, ω, xt)dt + σ(t, xt)dWt, t ∈ [0,T],

x0 = a.

Backward stochastic differential equation (BSDE, in short)⎧⎪⎪⎪⎨⎪⎪⎪⎩−dyt = f (t, ω, yt, zt)dt − ztdWt, t ∈ [0,T],

yT = ξ.
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Bond and stock price

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
dS0,t = rtS0,tdt,

dSi,t = Si,t

⎡⎢⎢⎢⎢⎢⎢⎢⎣µi,tdt +

m∑︁
j=1

σij,tdWj,t

⎤⎥⎥⎥⎥⎥⎥⎥⎦ , (i = 1, 2, · · ·m).

Market assumption
The interest rate r, the vector of the stocks appreciation rates µ and the

volatility matrix σ are deterministic bounded processes. Moreover, σ has

full rank for all t ∈ [0,T], and the inverse matrix σ−1 is also bounded.
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Decision set

Recall that F W
t denotes the full information in the market at time t. Let

Gt ⊆ F W
t be the information available to an agent. A typical form of Gt is

Gt = F W
(t−δ)+

with δ > 0. Set 𝒞 = L2
G (0,T; lR+ ∪ {0}). Each element of 𝒞 is interpreted as

an admissible consumption rate.
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Triple goals

Minimize the initial endowment y0.

Reach the wealth goal ξ at time T.

Maximize the expected utility from consumption U(c).
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Wealth process

According to the BSDE theory, the agent’s wealth is described by⎧⎪⎪⎪⎨⎪⎪⎪⎩ dyc
t =
[︁
rtyc

t + b⊤t (σ−1
t )⊤(zc

t )⊤ − ct
]︁

dt + zc
t dWt,

yc
T = ξ,

(1)

where b = µ − r1, and c is the consumption rate.
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Portfolio and consumption selection problem

Problem (PC). Ensuring to achieve the goal ξ, the agent wants to

maximize her utility

J[c] = lE
∫︁ T

0
Le−βt c1−R

t

1 − R
dt − Kyc

0, (2)

where R ∈ (0, 1) is a constant, β, L and K are positive constants.

This is an optimal control problem of BSDE with incomplete information.
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Problem formulation: Control system

The control system is described by the BSDE⎧⎪⎪⎪⎨⎪⎪⎪⎩−dyv
t = f (t, yv

t , z
v
t , vt)dt − zv

t dWt,

yv
T = ξ,

(3)

where v is the control process.

Assumption (H1)
f is continuously differentiable in (y, z, v). Moreover, fy, fz and fv are

uniformly bounded.
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Decision set

Let U be a nonempty convex subset of lRr, and let Gt ⊆ F W
t be a given

sub-filtration which represents the information available to a controller at

time t ∈ [0,T]. We introduce the decision set

𝒰 = L2
G (0,T; U).

Each element of𝒰 is called an admissible control.
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Utility functional

Besides ensuring to achieve the goal ξ, the controller also has her benefit

described by utility functional

J[v] = lE
∫︁ T

0
l(t, yv

t , z
v
t , vt)dt + φ(yv

0), (4)

where l and φ are given functions satisfying the condition

l(·, yv, zv, v) ∈ L1
F W (0,T; lR) for all v ∈ 𝒰.
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Optimal control problem

The controller hopes to maximize her utility functional by selecting an

appropriate admissible control.

Problem (OC) To look for a u ∈ 𝒰 such that

J[u] = max
v∈𝒰

J[v]. (5)

Each u satisfying (5) is called an optimal control of Problem (OC).
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Dual method with incomplete information

Since𝒰 is convex, we can adopt an idea developed by Peng [AMO, 1993]

to analyze the control problem. Nevertheless, it should be mentioned that

the problem is different from Peng [AMO, 1993] mainly due to the

incomplete information as well as the non-markov framework.

Assumption (H2)
l and φ are continuously differentiable with respect to (y, z, v). Moreover,

the derivatives of l are bounded by C(1 + |y| + |z| + |v|).
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Maximum principle

Theorem 2.1.
Let (H1)-(H2) hold. Suppose that u is an optimal control of Problem (OC)

and (y, z) is the corresponding trajectory. Then we have

lE
[︂
⟨Hv(t, yt, zt, ut; pt), ν − ut⟩

⃒⃒⃒⃒
Gt

]︂
≤ 0

for all ν ∈ U, where p is the solution of adjoint equation⎧⎪⎪⎪⎨⎪⎪⎪⎩ dpt = − Hy(t, yt, zt, ut; pt)dt − Hz(t, yt, zt, ut; pt)dWt,

p0 = − φy(y0)
(6)

with the Hamiltonian function H(t, y, z, v; p) = l(t, y, z, v) − ⟨f (t, y, z, v), p⟩.
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Some remarks

If Gt = Ft, the maximum condition is reduced to the standard case

⟨Hv(t, yt, zt, ut; pt), ν − ut⟩ ≤ 0 for all ν ∈ U.

Theorem 2.1 is unavailable to the case that l is not quadratic growth

with (y, z, v), say, l(t, y, z, v) = vr with 0 < r < 1 being a constant.

The result covers Lim and Zhou [SICON, 2001] as a special case.
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Verification theorem

Assumption (H2) is weaken to

Assumption (H3)

For each v ∈ 𝒰, l(·, yv, zv, v) ∈ L1
F W (0,T; lR), moreover, l and φ are

differentiable with respect to (y, z).

Theorem 2.2.
Let (H1), (H3) hold. Let u ∈ 𝒰 be given such that ly(·, y, z, u), lz(·, y, z, u),

lv(·, y, z, u) ∈ L2
F W (0,T). ∀ (t, v) ∈ [0,T] × U, lv(t, yt, zt, v) ∈ L1(Ω,F W , lP).

Suppose (6) admits a solution p ∈ L2
F W (0,T; lRn). Suppose

lE
[︂
H(t, yt, zt, ut; pt)

⃒⃒⃒⃒
Gt

]︂
= max

v∈U
lE
[︂
H(t, yt, zt, v; pt)

⃒⃒⃒⃒
Gt

]︂
holds for all t ∈ [0,T].
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Verification theorem (continued)

Moreover, suppose lE
[︁
Hv(t, yt, zt, v; pt)

⃒⃒⃒⃒
Gt
]︁

is continuous in v = ut for any

t ∈ [0,T]. Suppose for all (t, y, z) ∈ [0,T] × lRn × lRn×m,

(y, z, v)→ H(t, y, z, v; pt)

is concave, and y→ φ(y) is concave. Then u is an optimal control of

Problem (OC).
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Step 1: Candidate optimal consumption rate

Although Assumption (H2) does not hold in this case, we formally use the

maximum principle to guess a candidate optimal control

ĉt =
[︁
Le−βt

]︁ 1
R lE
[︂
p
− 1

R
t

⃒⃒⃒⃒
Gt

]︂
,

where p is the unique solution of adjoint equation⎧⎪⎪⎪⎨⎪⎪⎪⎩ dpt = − rtptdt − b⊤t (σ−1
t )⊤ptdWt,

p0 = K.
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It is easy to know that

pt = KΓ0(t)

with

Γt(s) = exp
{︃
−

∫︁ s

t

[︃
ru +

1
2

⃒⃒⃒
σ−1

u bu
⃒⃒⃒2]︃

du −
∫︁ s

t
(σ−1

u bu)⊤dWu

}︃
,

then

ĉt =

[︂ L
K

]︂ 1
R

e−
β
R tlE
[︂
Γ0(t)−

1
R

⃒⃒⃒⃒
Gt

]︂
. (7)
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Step 2: Optimal solution

Since (H1) and (H3) hold, we use the verification theorem to check ĉ

defined by (7) is optimal. Moreover, we get the initial wealth and the utility

y0 = lE

⎡⎢⎢⎢⎢⎢⎣ξΓ0(T) +

∫︁ T

0

[︂ L
K

]︂ 1
R

e−
β
R tΓ0(t)lE

[︂
Γ0(t)−

1
R

⃒⃒⃒⃒
Gt

]︂⎤⎥⎥⎥⎥⎥⎦ dt (8)

and

J[ĉ] = − KlE[ξΓ0(T)]

+ KlE
∫︁ T

0

[︃
1

1 − R

(︂
lE
[︂
Γ0(t)−

1
R

⃒⃒⃒⃒
Gt

]︂)︂−R
− Γ0(t)

]︃ [︂ L
K

]︂ 1
R

e−
β
R tlE
[︂
Γ0(t)−

1
R

⃒⃒⃒⃒
Gt

]︂
dt.

(9)
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We conclude the discussion of this section with the following

Proposition 3.1.
Problem (PC) admits an optimal consumption rate ĉ which is defined by

(7). Moreover, the initial wealth and the utility are given by (8) and (9).

Remark 3.1.
The case with multi agents can be studied in a stochastic differential game

framework. See, e.g., Wang and Yu [Automatica, 2012], Wang et al.

[Automatica, 2018] for more details.
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An LQC problem

In what follows, we will illustrate the theoretical results obtained before.

Problem (LQC). To minimize

J[v] =
1
2

lE
{︃∫︁ T

0

[︁
Qt(yv

t )2 + St(zv
t )2 + S̄t(z̄v

t )2 + Rtv2
t

]︁
dt + φ(yv

0)2
}︃
,

subject to𝒰 = L2
F W1

(0,T; lR) and⎧⎪⎪⎪⎨⎪⎪⎪⎩ dyv
t = (Atyv

t + Btvt + Ctzv
t + C̄t z̄v

t )dt + zv
t dW1,t + z̄v

t dW2,t,

yv
T = ξ.

Here A,B,C, C̄,Q, S, S̄,R are uniformly bounded, deterministic functions;

Q, S, S̄, φ ≥ 0; R > 0; ξ ∈ L2
F (Ω,FT ; lR).
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What are the difficulties?

Control and estimate can not be separated in the sense of traditional

separation principle.

The existence and uniqueness of optimal filtering for FBSDE is not an

immediate result.
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What is the solution method?

Wang and Wu [JMAA, 2008] initiated a new backward separation

method, which decouples control and estimate by first deducing

optimal control and then computing optimal filtering.

The method is different from the traditional separation principle, and

avoids lots of stochastic calculus in infinite-dimensional spaces.

The method is applicable for a broad class of non-Gaussian control

systems, especially for the underlying system.

See, e.g., Wang et al. [Springer, 2018], Hu et al. [arXiv, 2014], Agram

and Øksendal [Stochastics, 2019], Wu and Liu [IJC, 2020].

An equivalent linear transformation technique is introduced to

overcome the second difficulty.
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Step 1: Candidate optimal control

If u is an optimal control, then it follows from the maximum principle and

the backward separation method that

ut = −R−1
t Btp̂t,

where p̂t = lE
[︁
pt
⃒⃒⃒
F W1

t

]︁
satisfies the filtering equation⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

dŷt = (Atŷt + Btut + Ct ẑt + C̄t ˆ̄zt)dt + ẑtdW1,t,

dp̂t = − (Qtŷt + Atp̂t)dt − (St ẑt + Ctp̂t)dW1,t,

ŷT = ξ̂, p̂0 = −φy0.

(10)

The existence and uniqueness of (10) is not an immediate result because

an additional ˆ̄z appears in the BSDE of (10).
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Step 2: Existence and uniqueness of (11)

Introduce an additional FBSDE⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
dŷt =

{︁
Atŷt −

[︁
R−1

t B2
t + (1 + ΣtS̄t)−1ΣtC̄2

t

]︁
p̂t + Ct ẑt

}︁
dt + ẑtdW1,t,

dp̂t = − (Qtŷt + Atp̂t)dt − (St ẑt + Ctp̂t)dW1,t,

ŷT = ξ̂, p̂0 = −φy0

(11)

with ⎧⎪⎪⎪⎨⎪⎪⎪⎩ Σ̇t − 2AtΣt − QtΣ
2
t + C̃t(I + ΣtS̃t)−1C̃τ

t Σt + R−1
t B2

t = 0,

ΣT = 0.

It is easy to see that FBSDE (11) admits a unique solution (p̂, ŷ, ẑ).
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Step 3: Equivalence between (10) and (11)

Firstly, we prove that the solution (p̂, ŷ, ẑ) to (11) is a solution to (10).

Secondly, we prove that for fixed u, the solution (p̂, ŷ, ẑ, ˆ̄z) to (10) is a

solution to (11).
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Step 4: Feedback representation of optimal control

The optimal control is denoted by

ut = −R−1
t Bt(Πtŷt + q̂t), (12)

where Π and q̂ satisfy⎧⎪⎪⎪⎨⎪⎪⎪⎩ Π̇ + 2AΠ + [R−1B2 + C̃(I + ΣS̃)−1C̃τΣ]Π2 − Q = 0,

Π0 = φ,⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
dq̂ =

{︁
C(1 + ΣS)−1Πη̂ − [A + (R−1B2 + C̃(I + ΣS̃)−1C̃τΣ)Π]q̂

}︁
dt

+ [(Π − S)(1 + ΣS)−1η̂ + C(1 + ΣS)−1(Πĥ − q̂)]dW1,

q̂0 = 0

with ⎧⎪⎪⎪⎨⎪⎪⎪⎩ dĥ = [(A + ΣQ)ĥ + (1 + ΣS)−1Cη̂]dt + η̂dW1,

ĥT = −ξ̂.

29 / 33



We conclude the discussion of this section with the following

Proposition 4.1.
Problem (LQC) admits a unique optimal control u, which is defined by (12).

Remark 4.1.
The above example is taken from Huang et al. [SCIS, 2019]. If the

coefficients satisfy C = C̄ = 0 , Proposition 4.1 is reduced to the case

of Wang et al. [IEEE TAC, 2015].

A research motivation for the observable filtration can be found in

Wang et al. [arXiv, 2017].
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Numerical simulation of optimal control u

Let T = 1,A = 2,B = 3t + 2,C = t − 2,Q = e−0.05t, S = t(T − t), S̄ = 2,R =

2t + 1, φ = 2 and ξ = T + sin(W1,T ) + cos(2W2,T ).

Using a numerical method of BSDE, we get the dynamic simulation of u.

The result is taken from Wang et al. [AMC, 2021].

Figure: Numerical simulation of u.
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Concluding remarks

An optimal control problem of BSDE is reformulated from a new

viewpoint of portfolio and consumption choice.

A backward separation method is used to overcome the difficulties

caused here. The method is also applicable for dynamic optimization

of stochastic large population system with partial information. See,

e.g., Huang et al. [submitted to IEEE TCYB, 2021].
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Thank you for your attention!
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