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Abstract: In this paper, the formation control problem of a multi-agent system is studied. The foraging behavior is modeled as a
finite-horizon non-cooperative differential game under local information, and the existence and properties of Nash equilibria are
studied. The formations are achieved in an intrinsic way in the sense that they are only attributed to the inter-agent interaction
and geometric properties of the network, where the desired formations are not designated beforehand. Through the design of
individual costs and network topology, regular polygons, antipodal formations and Platonic solids are achieved as Nash equilibria
while inter-agent collision is avoided. While the focus is on the finite horizon case, it is also studied how the formation patterns
would change as the length of the time interval tends to infinity. Finally, numerical simulations are provided in both two-
dimensional and three-dimensional Euclidean space to demonstrate the effectiveness and feasibility of the proposed methods.
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1 Introduction

Multi-agent system is popular due to its advantages of bet-
ter robustness as well as lower communication and compu-
tation burden. Inspired by biological modeling [5], there are
numerous applications in motion planning of multi-robots
system, where the agents control their own dynamics to
achieve a cooperative task by exchanging information with
neighbors [8].

In recent years, game theory, in particular evolutionary
game theory, has been applied to multi-agent systems such
as [6, 7]. Although there are numerous results on situ-
ations in which agents cooperative to achieve a common
task, there are more practical scenarios where agents have
individual and partially conflicting goals, thus leading to a
non-cooperative setting. Differential games focus on multi-
player decision making problems over time, where each
agent aims to optimize its own, individual cost subject to the
common state dynamics [2]. Compared to formation control
methods based on navigation functions, game theoretical ap-
proach has the advantage of an optimization perspective as
well as better performance such as robustness.

However, among the existing results of formation con-
trol problem based on differential game theory, most papers
focus on the consensus problem [3, 11, 12]. For the non-
consensus formation problems, most existing methodologies
are based on the pre-defined formation pattern by regulating
formation errors, which is then solved by transforming to a
consensus problem, such as [4, 6]. The novelty of our pa-
per lies in that the formation is achieved in an “intrinsic”
way in the sense that it is only attributed to the inter-agent
interaction and geometric properties of the network, where
the desired formations are not designated directly in the con-
troller [13, 15]. To the best of our knowledge, only a few
papers in this field have considered the case outside the con-
sensus framework. For example, Özgüler [9, 14] considers
a foraging swarm behavior in one dimension. The equilib-
rium dynamics is reduced to a linear system thus explicit
expressions can be derived for several features. However,

how to achieve more general formation patterns in higher-
dimensional spaces still remains to be solved.

In this paper, the formation control problem of a multi-
agent system is studied in a finite-horizon non-cooperative
differential game framework. Various formation patterns are
achieved by Nash equilibrium strategies via designing net-
work topologies and weight functions. The existence of
Nash equilibrium for the nonlinear game is proved. Reg-
ular polygons, antipodal formations and Platonic solids are
achieved in R2 and R3 while inter-agent collision is avoided.
The main novelty of the proposed method is three-folded:

1) The formations are achieved in a distributed manner.
Each agent only has access to the relative displacement
of its neighbors and the foraging point, and the inter-
agent collision can be naturally avoided.

2) The formations are realized in an intrinsic manner in
two aspects. Firstly, the desired formation pattern is not
designated in the individual cost beforehand. And dif-
ferent patterns are only attributed to the inter-agent in-
teraction and geometric properties of the network. Sec-
ondly, the form of individual costs is identical to all
agents and is also invariant with the number of agents,
which makes the methodology robust and scalable.

3) The proposed framework is also tutorial since a novel
systematic approach for formation control is provided,
where the desired formation can be obtained by only
intrinsically adjusting the network topology. Further-
more, the results not only lead to a better understand-
ing of the natural phenomenon where a collaborative
swarming behavior can result from non-cooperative in-
dividual actions, but also bring new inspiration in the
construction of other formations.

The rest of the paper is organized as follows. In Section
2, the intrinsic formation control problem is formulated as a
non-cooperative differential game. The existence and prop-
erties of Nash equilibrium are studied in Section 3. In Sec-
tion 4, different formation patterns are designed in the space
of R2 and R3 respectively. Numerical simulations are given



in Section 5 and concluding remarks are drawn in Section 6.

2 Problem Formulation

2.1 Non-Cooperative Differential Games
We consider the formation control problem of N agents

and the dynamics of each agent is characterized by a single
integrator

ẋi = ui, i = 1, 2, ..., N, (1)

where xi ∈ Rn is the position of the i-th agent and ui ∈ U
is its control input. Here U ⊂ Rn is a compact set. For
instance, for problems with no control constraints, we can
choose U as U = {u ∈ Rn : ‖u‖ ≤ M} and M < +∞
denotes a bounded constant that is arbitrarily large.

The interaction between agents is modeled by a graph G =
(V, E), where the vertex set V = {1, 2, ..., N} denotes the
agents in the network and E ⊂ V ×V is the edge set. We say
that agent j is a neighbor of agent i if (j, i) ∈ E , and the set
of neighbors of agent i is denoted by Ni = {j : (j, i) ∈ E}.
The graph is undirected if (j, i) ∈ E means (i, j) ∈ E .

The multi-agent system aims at moving towards a forag-
ing point while realizing some specific formation patterns.
Without loss of generality, the foraging point is assumed to
coincide with the origin. Let x = [xT1 , ..., x

T
N ]T . Each agent

is associated with an individual cost function to minimize
based on local information

Ji(x(0), ui, u−i) =

∫ T

0

li(x, ui)dt, (2)

where u−i is the strategy profile of all players except for
player i and li(x, ui) is given by

li(x, ui) =
1

2
‖ui‖2 +

k1
2
‖xi‖2 + gi(‖xi − xj‖j∈Ni

). (3)

Here k1 is some positive constant and the terminal time T
is given. The first and second terms penalize the energy con-
sumption and the distance to foraging location respectively.
The third term denotes inter-agent interaction, where only
relative distances of neighbors are available.

In order to avoid inter-agent collision, some assumptions
are made on the interaction cost gi for each agent.

Assumption 1. For each agent i, function gi is positive, Lip-
schitz continuous, and strictly decreasing with respect to any
‖xi − xj‖ with j ∈ Ni. In addition, gi(·) → ∞ as any
‖xi − xj‖ → 0 while gi(·)→ 0 as any ‖xi − xj‖ → ∞.

Assumption 2. The interaction graph is undirected and
each pair of neighbors has identical weights for their rel-
ative distance, i.e. ∂gi

∂‖xi−xj‖ =
∂gj

∂‖xi−xj‖ if (i, j) ∈ E .

Note that the differential game played by each agent i can
be considered as an optimal control problem with uj (j 6= i)
given. Although the cost function is minimized w.r.t. ui, a
common state should be taken into consideration.

min
ui

Ji(x(0), ui, u−i)

s.t. ẋ =

N∑
j=1

Bjuj ,
(4)

where the column-wise block matrix Bj ∈ RnN×n consists
of N blocks of size n× n, where only the j − th block is an

identity matrix while the others are all zeros, and uj (j 6= i)
are given by the optimal strategies of others.

A continuous function ui(t) defined on [0, T ] is called an
admissible control if ui(t) ∈ U for any t ∈ [0, T ]..

Definition 1. The set of admissible control functions
(u∗1, u

∗
2, ..., u

∗
N ) is called Nash Equilibrium Strategy if

Ji(x(0), u∗i , u
∗
−i) ≤ Ji(x(0), ui, u

∗
−i), (5)

for all ui 6= u∗i , i = 1, 2, ..., N .

2.2 Intrinsic Formation Control
For many applications such as sensor networks with ho-

mogeneous agents, we are only interested in the relative
formation pattern of agents, without designating either the
orientation of the whole configuration or the order of the
agents. Then instead of the specific position of each agent,
a manifold of relative configuration is investigated. Here
we use an undirected graph P to represent the desired rel-
ative configuration with its skeleton as the edges. Denote
Sp = {σ1, ..., σop} as its permutation group. Each permu-
tation σi ∈ Sp can be described by its permutation matrix
Pσ = [eσi(1), ..., eσi(N)]

T , where eσi(k) ∈ RN has 1 at ele-
ment σi(k) and 0 elsewhere. Denote x∗p as the vertex coordi-
nates of an arbitrary displacement ofP centered at the origin.
Then through vertex permutation and rotation of the body,
the whole vertices set can be obtained as the union of a finite
number of disjoint closed manifolds, i.e.,MP =

⋃op
k=1Mk

with

Mk = {x ∈ RnN : x = (IN ⊗R)(Pσk
⊗ In)x∗p,

∀R ∈ SO(n)}, k = 1, ..., op,
(6)

where SO(n) denotes the set of n×n real orthogonal matri-
ces with determinant 1, IN is the identity matrix of dimen-
sion N ×N , and ⊗ denotes the Kronecker product.

Note thatR = {IN ⊗R : R ∈ SO(n)} is a closed group
under matrix multiplication. Here we introduce the follow-
ing definition to characterize the invariance of a mapping un-
der such group action.

Definition 2. A vector field f(x) : RnN → RnN is called
R-invariant if f(R̄x) = R̄f(x) for any R̄ ∈ R. A
value function V (x) : RnN → R is called R-invariant if
V (R̄x) = V (x) for any R̄ ∈ R.

Since we have no requirement for the absolute attitude of
the whole configuration, such rotation freedom should also
be reflected in the design of differential games.

Assumption 3. gi(‖xi − xj‖j∈Ni
) is R-invariant for i =

1, ..., N .

Finally, the intrinsic formation problem is formulated.

Problem 1. Consider a multi-agent system playing a non-
cooperative game defined in (4), design the penalty func-
tion gi and interaction topology Ni for each agent such that
the obtained Nash equilibrium trajectories converge to some
point on the relative formation manifold, namely the Nash
equilibrium strategy (u∗1, u

∗
2, ..., u

∗
N ) satisfies

Ji(x(0), u∗i , u
∗
−i) ≤ Ji(x(0), ui, u

∗
−i),



for all ui 6= u∗i , i = 1, 2, ..., N , and x∗(T ) converges to
MP as T →∞.

The design should be “intrinsic” namely the desired con-
figuration is not designated directly in {gi}, and different
formations are only attributed to the geometric properties
of network topologies. The Nash equilibrium trajectories
should be free from inter-agent collision between neighbors.

Note that in this paper a finite time game is considered,
where T →∞ indicates T is large enough but still finite.

3 Nash Equilibrium for Differential Game

In this section, the Nash equilibrium for the designed non-
cooperative differential game is investigated. The existence
of Nash equilibrium strategy is proved under some assump-
tions, and the corresponding optimal strategies are analyzed.

3.1 Existence of Nash Equilibrium Strategy
In this part, the existence of Nash equilibrium strategies

for the non-cooperative dynamic game (4) is investigated.
In order to guarantee the existence of the Nash equilibrium
strategies, the optimal controller of each individual game
is required to be achievable. The differential game played
by agent i can be regarded as an optimal control problem
w.r.t. ui with the strategies of other agents u∗−i considered
as known functions. However, for general nonlinear games
which are not convex, the existence of optimal solutions is
not trivial and closeness of the solution space remains to be
analyzed.

Firstly a general assumption is made on the initial config-
uration of the agents.

Assumption 4. The initial positions of the agents do not co-
incide, i.e. xi(0) 6= xj(0) for all i, j ∈ V and i 6= j.

Here we define an additional state xi0 as

ẋi0 =
1

2
‖ui‖2 +

k1
2
‖xi‖2 + gi(

∥∥xi − x∗j∥∥j∈Ni
),

with xi0(0) = 0 and x∗j (t) considered as known functions.
Then the differential game played by agent i in (4) is

equivalent to

min
ui

q(x̃i(T ))

s.t. ˙̃xi (t) = f̃
(
t, x̃i, ui

)
, x̃i(0) = x̃i(0)

ui(t) ∈ U, ∀t ∈ [0, T ]

(7)

where x̃i = [xi0, x
T
i ]T ∈ Rn+1 is the augmented state vector,

x̃i(0) = [0, xi(0)T ]T , q(x̃i(T )) = xi0(T ) and f
(
t, x̃i, ui

)
is

defined by

f̃
(
t, x̃i, ui

)
=

[
li(xi, ui, x

∗
−i)

ui

]
,

where x∗−i(t) are regarded as known functions on [0, T ].

Definition 3. Under the dynamics (7), a point x̃i1 ∈ Rn+1 is
called reachable from x̃i(0) if there exists an admissible con-
trol ui(t) defined on [0, T ] such that the derived trajectory
satisfies x̃i(T ) = x̃i1. The set of all reachable points from
x̃i(0) is called the reachable set, which is denoted byRT .

Then the existence of optimal control to (7) is studied.

Theorem 1. If U is compact, then for any given trajectories
xj(t) (j 6= i) satisfying Assumption 4, there exists an admis-
sible control function u∗i (t) that solves the optimal control
problem in (7) (equivalently in (4)), i.e.

q(x̃is(T )) = min
ui

Ji,

x̃is(T ) ∈ RT ,
(8)

where x̃is is the optimal trajectory corresponding to u∗i and
inter-agent collision can be naturally avoided.

Proof. It is obvious that in Rn(n ≥ 2) space, for any contin-
uous trajectories of x∗j (t) with t ∈ [0, T ] and j 6= i, we can
always find a smooth and bounded trajectory x̄i(t) for agent
i on [0, T ] such that it does not collide with x∗j (t) for any
t ∈ [0, T ] and j 6= i. Thus it means that the corresponding
cost J(ūi) is bounded by some η < +∞.

Since li(xi, ui, x∗−i(t)) > 0 is bounded below, we know
that the infimum must be obtained by

0 ≤ inf Ji(x(0), ui, u
∗
−i) ≤ η,

where the infimum is over all admissible control.
Therefore, it is enough to only consider the trajectories

satisfying Ji(x(0), ui, u
∗
−i) = g(x̃i(T )) ≤ η. On that sub-

set of reachable set (denoted by R̄T ), li(xi, ui, x∗−i(t)) is
continuous and uniformly bounded, where the property of
collision-free is also guaranteed since gi(‖xi − xj‖j∈Ni

) is
bounded. Hence f̃(t, x̃i, ui) is continuous and uniformly
bounded on [0, T ] for the considered subset, making x̃i(t)
also Lipschitz and continuously differentiable.

Now consider a sequence of convergent reachable points
{ξk}+∞k=1 ∈ R̄T such that lim

k→∞
q (ξk) = infJ(ui). Since

ξk ∈ R̄T , there exist admissible controls uik(t) such that the
corresponding trajectories x̃ik(t) with x̃ik(0) = x̃i(0) satisfy

x̃ik(t) =

∫ t

0

f̃(τ, x̃ik(τ), uik(τ))dτ, 0 ≤ t ≤ T,

x̃ik(T ) = ξk.

(9)

Here we denote f̃k(t) = f̃(t, x̃ik(t), uik(t)). Due to the
fact that ˙̃xik(t) = f̃k(t) is uniformly bounded, we know that
x̃ik(t) is uniformly equicontinuous. Then by Ascoli-Arzelà
Theorem, the uniformly bounded function sequence {x̃ik(t)}
must converge uniformly to a continuous function x̃is(t) with
x̃is(0) = x̃i(0) along some subsequence:

lim
k→∞

x̃ik(t) = x̃is(t), ∀t ∈ [0, T ],

where we abuse the indices for the subsequence and thus

lim
k→∞

x̃ik(T ) = lim
k→∞

ξk = x̃is(T ).

Furthermore, since g(·) is continuous, it holds that

q(x̃is(T )) = lim
k→∞

q(x̃ik(T )) = infJ(ui).

Then it remains to show that x̃is(T ) ∈ R̄T , namely x̃is(t)
is a trajectory corresponding to some admissible control.



Since x̃ik(t) =
∫ t
0
f̃k(τ)dτ and f̃k(t) is continuous and

bounded, we can see that x̃is(t) is continuously differen-
tiable. Furthermore, by Moore-Osgood theorem, it can be
shown that ˙̃xik (t)→ ˙̃xis (t) for any t ∈ [0, T ].

Here we denote ˙̃xis(t) as f̃s(t), which is partitioned as

f̃s(t) =

[
l∗i (t)
u∗i (t)

]
,

where l∗i (t) ∈ R and u∗i (t) ∈ Rn for any t ∈ [0, T ].
Then it holds that uik(t)→ u∗i (t). Since U is compact, we

have that u∗i (t) ∈ U for any t ∈ [0, T ], which implies that
u∗i (t) is an admissible control function.

In addition, since uik → u∗i , x̃ik → x̃is and li(·) is continu-
ous, we have

lim
k→∞

li
(
x̃ik, u

i
k

)
= li

(
x̃is, u

∗
i

)
= l∗i (t), ∀t ∈ [0, T ].

Therefore, we have proved that f̃s(t) = f̃(t, x̃is, u
∗
i ),

which means that

˙̃xis = f̃(t, x̃is, u
∗
i ),

q(x̃is(T )) = min
ui∈U

Ji(x(0), ui, u
∗
−i).

Hence it holds that u∗i is the optimal solution to (7) and x̃is
is the corresponding optimal trajectory.

3.2 Description of Nash Equilibrium
For the N -tuple differential game in (4), the necessary

condition for {u∗i (t)}Ni=1 to be an open-loop Nash equilib-
rium strategy is that there exists N costate functions pi(t) :
[0, T ]→ RNn such that [2]:

u∗i = argmin
ui∈U

Hi(t, pi, x
∗, ui, u

∗
−i),

ẋ∗ =

N∑
j=1

Bju
∗
j , x∗(0) = x0,

ṗi = −∂Hi(t, pi, x
∗, u∗1, ..., u

∗
N )

∂x
, pi(T ) = 0,

(10)

where Hi(t, pi, x, u1, ...uN ) = li(x, ui) + pi
T (

N∑
j=1

Bjuj).

Since we have proved the existence of Nash equilibrium
in Section 3.1, the above two point boundary value problem
(TPBVP) must have solutions for any x0. For general non-
linear TPBVP, the uniqueness and analytic expression of the
solution are difficult to obtain.

We will show that under certain assumptions, there ex-
ists a unique local solution to (10) near some invariant man-
ifold to be defined later. Thus the above adjoint system
also provides a sufficient condition for a local Nash equilib-
rium. Furthermore, the Nash equilibrium trajectories would
converge to the manifold of required formation patterns as
T →∞.

Lemma 2. Consider the following adjoint system with two-
point boundary conditions:[

ẋ(t)

λ̇(t)

]
=

[
0 −I
−A 0

] [
x(t)
λ(t)

]
,

[
x(0)
λ(T )

]
=

[
x0
0

]
(11)

where x(t), λ(t) ∈ Rn for any t, and x0 is given.

If A ∈ S+, then for any x0, the solution for the above
two point boundary value problem is unique. Furthermore,
it also holds that lim

T→∞
Ax(T ) = 0.

Due to the limitation of space, the proof of Lemma 2 is
omitted.

We can deduce that if x0 is located in a neighborhood of
the subspace KerA, then for T that is large enough, the
whole trajectory of x will also be bounded near the sub-
space and approaches the invariant subspace “steadily” as
ẋ(T ), ẍ(T )→ 0.

Then by investigating the linearized model on some in-
variant manifold of dynamics in (10), the local convergence
is also studied. We firstly define a potential function

W (x) =
1

2

N∑
i=1

gi(‖xi − xj‖j∈Ni
). (12)

Theorem 3. If U is compact and Assumption 4 is satis-
fied, there exists Nash equilibrium strategies to the non-
cooperative differential game defined by (4). And the Nash
equilibrium trajectories x∗(t) together with N functions
λi(t) : [0, T ]→ Rn satisfy the following TPBVP{

ẋ∗i = −λi,
λ̇i = −k1x∗i −

∂gi
∂xi

T
|x=x∗ ,

(13a){
x∗i (0) given,

λi(T ) = 0,
(13b)

where i = 1, 2, ..., N .
The Nash equilibrium strategies and the corresponding

trajectories have the properties
1) x∗i (t) and u∗i (t) are bounded and Lipschitz continuous

on [0, t],
2) It can be guaranteed that the optimal trajectories are

collision-free, i.e. x∗i (t) 6= x∗j (t) for any j ∈ Ni and
t ∈ [0, T ].

Furthermore, if the manifold

MT = {x, λ ∈ RNn : x ∈MP , λ = 0},

is invariant under (13a) and HW |x∈MP � −k1I , then
x∗(T ) converges locally toMP as T →∞.

Proof. The existence of Nash equilibrium and its properties
can be proved by Theorem 1. We derive (13a) directly from
(10) after straight computation, where λi(t) = BTi pi(t).

From the expression of MP , it is easy to see that each
subsetMk in (6) is a closed manifold and is invariant under
(13a) with λ = 0. SinceMP is composed of a finite number
of disjoint manifolds, the local convergence toMP can be
considered on different subset manifold independently and it
is enough to only check the neighborhood of any one man-
ifold Mk. Based on Assumption 2, it is easy to see that
∂W (x)
∂xi

= ∂gi
∂xi

for any i = 1, ..., N , and the linearized dy-
namics of (13a) at x∗T = projMk

x∗(T ) ∈Mk is given by[
˙̄x(t)

λ̇(t)

]
=

[
0 −I

−k1I −HW (x∗T ) 0

] [
x̄
λ(t)

]
, (14)

with x̄ = x− x∗T .
Then the local convergence to Mk can be shown by

Lemma 2 when k1I +HW |x∈MP � 0.



4 Graph Design for Different Formation Patterns

In this part, we will show that for the designed differen-
tial games, different formation patterns can be realized by
adjusting network topology, and the scale of the desired pat-
tern is determined by the parameters in individual costs. The
novelty of the proposed method lies in the fact that the for-
mation pattern is only attributed to the geometric properties
of the inter-agent topology.

Here we consider local results in a neighborhood of the
largest invariant manifold contained in the equilibrium set

Me = {xi, λi ∈ Rn : k1xi =
∂gi(‖xi − xj‖j∈Ni

)

∂xi

T

,

λi = 0, i = 1, · · ·N}.

The goal is to design the interaction functions gi under
Assumptions 1-3 and the inter-agent topology such that

1) MT is invariant under (13a), i.e.,MT ⊆Me;
2) HW |x∈MP � −k1I .

Assumption 5. For each individual game, the penalty term
for inter-agent interaction has the structure

gi(‖xi − xj‖j∈Ni
) = k2

∑
j∈Ni

1

‖xi − xj‖m
, (15)

where k2,m > 0 are some positive constants.

Since only relative distance of neighbors is involved in gi,
we know that both {gi}Ni=1 and W (x) are R-invariant. We
have the following properties about rotation transformations.

Proposition 1. If a value function V (x) isR-invariant, then
∂V
∂x is also R-invariant. The number of positive, negative
and zero eigenvalues of ∂

2V
∂x2 is also invariant under rotation

transformations.

Then the dynamics in (13a) isR-invariant and the positive
semi-definiteness of HW (x) + k1I onMP is also invariant.
Therefore, the above two requirements on MP can be ex-
amined by only checking one point on the manifold, thus
leading to the following topology design problem.

Problem 2. For the desired pattern manifoldMP , consid-
ering an arbitrary coordinates x∗p ∈ MP , design the graph
topology E such that x∗p satisfies

1) k1x∗pi = k2
∑
j∈Ni

x∗pi − x∗pj
‖x∗pi − x∗pj‖

m+2 , i = 1, ..., N ,

2) HW (x∗p) + k1I � 0.

Since the individual costs for the game are symmetric, we
also expect to realize some symmetric formations. In this
section, we focus on two types of symmetric patterns that
are widely used in many applications: regular formation and
antipodal formation.

4.1 Regular Formation Design
The symmetry of the formation often leads to many good

performances in various promising applications, such as the
maximal observability of sensor network [10]. In this part,
the pattern with highest symmetry is studied, which means
regular polygon in R2 and regular polyhedron in R3.

Firstly, the regular polygon in R2 space is studied with
arbitrary N ≥ 2.

Proposition 2. Consider N agents moving in R2 space with
a complete graph G (i.e., Ni = {j ∈ V : j 6= i}). Take the
vertex coordinates x∗ of an arbitrary configuration on the
circle centered at the origin with radius

r =


(
k2m

2mk1

(n−1)/2∑
l=1

1

sin(lπ/n)m
)

1
(m+2) if n is odd

(
k2m

2mk1
(
(n−2)/2∑
l=1

1

sin(lπ/n)m
+

1

2
))

1
(m+2) if n is even

If m and N are chosen such that HW (x∗) + k1I � 0, Prob-
lem 2 is solved, which implies the regular polygon forma-
tion will be achieved by Nash equilibrium trajectories when
T →∞.

Unlike the regular polygons in R2 space, there exist only
five types of regular polyhedra in the three-dimensional Eu-
clidean space, which are known as Platonic solids as shown
in Fig. 1. A regular polyhedron is identified by its Schläfli
symbol of the form {p, q}, where p is the number of sides of
each face and q the number of faces meeting at each vertex.

(a) {3, 3} (b) {4, 3} (c) {3, 4}

(d) {5, 3} (e) {3, 5}

Fig. 1: Regular Polyhedra.

It is quite inspiring to see that only polyhedra {p, q} with
p = 3 can be achieved by a complete graph, where each face
is a triangle and thus structurally rigid. Since tetrahedron is
the smallest rigid polyhedron in R3 space, we consider con-
structing cube and dodecahedron as polyhedral compounds
of two and five tetrahedra respectively.

Proposition 3. Assume m = 1 in (15). The Platonic solids
of {3, 3}, {3, 4} and {3, 5} are be formed by Nash equilib-
rium trajectories under a complete graph as T → ∞, and
the formations of cube and dodecahedron are obtained un-
der following incomplete graphs respectively:

1) For the cube ({4, 3}), we equally divide the eight agents
into two distinct groups. The four agents in each group
are completely connected. The graph has another four
edges which provide an one-by-one undirected connec-
tion between two groups.

2) For the dodecahedron ({5, 3}), twenty agents are di-
vided into five distinct subsets with four agents in each
group. Each agent has exactly four neighbors by con-
necting to the other three agents in its own group and
an agent in another group. Furthermore, there exists at
least one edge between any two groups.



4.2 Antipodal Formation Design
In this part, we consider the antipodal formation pattern,

which can be regarded as “consensus upon antagonism” [1].

Definition 4 (Antipodal Formation). Consider the multi-
agent system with N even. Antipodal formation refers to
the phenomenon that agents converge to two distinct points
that with opposite signs. In Euclidean space, it means that
the two converging points are symmetric with the origin.

Proposition 4. Consider m = 1 in (15). For a system of N
agents (N is even) connected by an undirected ring, Problem
2 is solved, which implies the antipodal formation will be
achieved by Nash equilibrium trajectories when T →∞.

Note that for the Platonic solids and antipodal patterns,
there are limited number of distinct vertices. Then for a
given m in (15), a consistent result could be obtained for
all choices of N . As the limitation of space, the proof of
Proposition 2, 3 and 4 are omitted.

5 Simulation

In this section, numerical simulation results are provided
to show the formation of several patterns under different
inter-agent graphs. We choose m = 1 in (15). Under As-
sumption 4, random initial positions are generated for the
multi-agent system. The Nash equilibrium trajectories with
T = 20 are given as shown in Fig. 2.
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Fig. 2: Nash Equilibrium Trajectories.

6 Conclusion and Future Work

In this paper, a novel game theoretic approach is proposed
to solve the formation control problem for multi-agent sys-
tems. The problem is formulated as a non-cooperative differ-
ential game where only local information is available. The
existence of Nash equilibrium is proved and collision-free
formations of regular polygons, antipodal formations and
Platonic solids are achieved by only intrinsically adjusting
the inter-agent topology. Future work concerns extending
the current results to infinite time-horizon games.
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