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Abstract: An N -coalition non-cooperative game is formulated in this paper. In the considered game, there are N interacting
coalitions and each of them includes a set of agents. Each coalition acts as a virtual player (VP) in the game that aims to minimize
its own objective function, which is defined as the sum of the agents’ local objective functions in the coalition. However, the
actual decision-makers are not the coalitions but the agents therein. That is, the agents within each coalition collaboratively
minimize the coalition’s objective function while constituting an entity that serves as a self-interested player (i.e., the coalition)
in the game among the interacting coalitions. A seeking strategy is designed for the agents to find the Nash equilibrium of the
N -coalition non-cooperative games. The equilibrium seeking strategy is based on an adaptation of a dynamic average consensus
protocol and the gradient play. The dynamic average consensus protocol is leveraged to estimate the averaged gradients of the
coalitions’ objective functions. The gradient play is then implemented by utilizing the estimated information to achieve the Nash
equilibrium seeking. Convergence results are established by utilizing Lyapunov stability analysis. A numerical example is given
in supportive of the theoretical results.
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1 Introduction

The analysis of competition and cooperation across multi-
ple interacting decision-makers has been extensively investi-
gated in recent years (see e.g., [1]-[23]). In particular, Nash
equilibrium seeking in non-cooperative games (see e.g., [1]-
[11] and the references therein) and distributed optimiza-
tion problems (see e.g., [12]-[23] and the references therein)
are two of the main lines of research. The players in non-
cooperative games are self-interested to minimize their own
objective functions by adjusting their own actions and Nash
equilibrium seeking deals with strategy design that can be
adopted by the players to find the Nash equilibrium of the
non-cooperative games. Distributed optimization concern-
s with a network of M(M ≥ 2) agents that cooperatively
minimize f(x), which is defined as

f(x) =

M∑
i=1

fi(x), (1)

where x denotes a vector of the decision variables and fi(x)
is the local objective function of agent i.

This paper sublimes the non-cooperative games and dis-
tributed optimization problems to consider N -coalition non-
cooperative games. In the N -coalition non-cooperative
game, each coalition is considered as a virtual player (VP)
that intends to minimize its own objective function. Nev-
ertheless, the virtual players in the game are not the actual
decision-makers and the minimization of the coalition’s ob-
jective function is achieved by the agents in the correspond-
ing coalition. The coalition’s objective function is defined
as the sum of the local objective functions associated with
the agents in the corresponding coalition. The objective of
this paper is to design a strategy to seek for the Nash equi-
librium of the N -coalition non-cooperative games under the
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condition that the agents only have access into their own lo-
cal objective functions.

Related Works: Two adversarial networks with opposing
network objectives were considered in [1]. The network-
s’ objective functions were defined as the sum of the local
objective functions of the agents in the corresponding net-
works. The two-network zero-sum game was solved in a
distributed manner by using the notion of saddle point. Nash
equilibrium seeking for the two-network zero-sum game
was further explored in [2] under switching communication
topologies. The two-network zero-sum games can be con-
sidered as a special class of the considered N -coalition non-
cooperative games by noticing that for the two-network zero-
sum games, N = 2 and f1(x1,x2) = −f2(x1,x2), where
N is the number of the coalitions, xi denotes the action of
coalition i and fi(·) denotes the objective function of coali-
tion i.

It was reported in [1, 2] that adversaries in communication
networks and sensor networks can be modeled by the afore-
mentioned two-network zero-sum games. Similarly, the con-
sidered N -coalition non-cooperative game, which is highly
motivated by the coexistence of cooperation and competition
in many practical situations, is applicable to capture the co-
operation and competition in economic markets and multi-
agent networked systems. For example, in cloud comput-
ing, subsets of the cloud providers can form coalitions to
establish resource pools to serve the users [24]. The service
providers within the same coalition collaborate to maximize
their total profit. This scenario basically falls into the formu-
lated N -coalition non-cooperative games if the competition
among different coalitions is further handled.

To solve the N -coalition non-cooperative games, consen-
sus protocols are employed to disseminate local informa-
tion among the agents in the same coalition via neighboring
communication. Nash equilibrium seeking (see, e.g., [3, 4])
and social cost minimization (see, e.g., [21]-[23]) based on
consensus methods have been investigated in several work-
s. Average consensus protocols and leader-following con-
sensus protocols were utilized in [3, 4] for Nash equilib-



rium seeking in aggregative games and multi-agent games,
respectively. Similarly, average consensus protocols were
leveraged to develop extremum seeking schemes to solve a
social cost minimization problem in [21] and [22]. Distribut-
ed economic dispatch in smart grids was studied in [23] by
designing consensus-based primal-dual dynamics. However,
to realize Nash equilibrium seeking for the N -coalition non-
cooperative games, simultaneous social cost minimization
and Nash equilibrium seeking for non-cooperative games
should be achieved, which makes the problem more chal-
lenging compared with both social cost minimization prob-
lems and Nash equilibrium seeking for non-cooperative
games. Despite the challenges, the main contributions of the
paper are twofold.

• An N -coalition non-cooperative game is formulated
and a Nash equilibrium seeking strategy is designed for
the N -coalition non-cooperative games. The proposed
Nash equilibrium seeking strategy is based on an adap-
tation of a dynamic average consensus protocol and the
gradient play. The dynamic average consensus protocol
is utilized to estimate the averaged gradient information
of the coalitions’ objective functions and the gradient
play is implemented based on the estimated informa-
tion to achieve Nash equilibrium seeking.

• It is analytically proven that under certain condi-
tions, the Nash equilibrium of the N -coalition non-
cooperative game is exponentially stable by utilizing
the proposed seeking strategy. With stronger assump-
tions, non-local convergence results are derived.

The rest of the paper is structured as follows. Section
2 formulates the N -coalition non-cooperative games. The
Nash equilibrium seeking strategy is proposed and analyzed
in Section 3. A numerical example is given in Section 4 to
verify the effectiveness of the proposed method. Section 5
concludes the paper.

Notations: The set of real numbers is denoted as R

and [φij ]vec for i ∈ {1, 2, · · · , N}, j ∈ {1, 2, · · · ,mi}
is a

∑N
i=1 mi dimensional column vector defined as

[φij ]vec = [φ11, φ12, · · · , φ1m1 , φ21, · · · , φNmN ]T . We
say that H ∈ RM × RN if H is an M × N dimen-
sional real matrix. Let H ∈ RN × RN be a sym-
metric matrix, then, λmin(H), λmax(H) are the mini-
mum and maximum eigenvalues of H, respectively. Fur-
thermore, an N dimensional column vector composed of
1(0) is denoted as 1N (0N ), 0M×N defines an M × N
dimensional matrix composed of 0 and IM×M denotes
an M × M dimensional identity matrix. Furthermore,
diag{kij}, where kij ∈ R, i ∈ {1, 2, · · · , N}, j ∈
{1, 2, · · · ,mi}, is a diagonal matrix whose diagonal ele-
ments are k11, k12, · · · , k1m1 , k21, · · · , kNmN

, successive-
ly. Moreover, diag{Hi}, where Hi ∈ RNi × RMi , i ∈
{1, 2, · · · , k}, is a block diagonal matrix in which the ith di-
agonal block is Hi. The symbol ⊗ denotes the Kronecker
product. The constants and parameters defined in the paper
are real numbers.

2 Problem Formulation

This paper formulates an N -coalition non-cooperative
game. In the N -coalition non-cooperative game, there are
N(N ≥ 1) interacting coalitions, each of which acts as a

virtual player in a non-cooperative game and contains a set
of agents, who are the actual decision-makers. Each agent
is associated with a local objective function and the agents
in the same coalition work collaboratively to minimize the
sum of their local objective functions. More specifically, the
objective of the agents in coalition i is

minxi fi(xi,x−i), (2)

with

fi(xi,x−i) =

mi∑
j=1

fij(xi,x−i), (3)

where mi(mi ≥ 1) is the number of agents in coali-
tion i and fij(xi,x−i) denotes the objective function of
agent j in coalition i. Furthermore, xi denotes the vec-
tor of the actions of the agents in coalition i and x−i

is the vector representing all the agents’ actions other
than the actions of the agents in coalition i, i.e., x−i =
[xT

1 ,x
T
2 , · · · ,xT

i−1,x
T
i+1, · · · ,xT

N ]T . In this paper, we sup-
pose that xi ∈ Rmi = [xi1, xi2, · · · , ximi ]

T , where
xij ∈ R denotes the action of agent j in coalition i for
i ∈ {1, 2, · · · , N} and j ∈ {1, 2, · · · ,mi}. For coali-
tion i, i ∈ {1, 2, · · · , N}, the agents therein can commu-
nicate with each other via a communication graph denoted
as Gi = (Vi, Ei)1. For notational convenience, let ajki denote
the element on the jth row and kth column of the adjacency
matrix of Gi, and Li represent the Laplacian matrix of Gi.
Suppose that the Nash equilibrium of the N -coalition non-
cooperative game exists and is finite, the objective of this pa-
per is to design a strategy to seek for the Nash equilibrium of
the N -coalition non-cooperative games under the condition
that only fij(xi,x−i)

2 is available to agent j in coalition i.

Remark 1 It’s worth noting that if N = 1,m1 ≥ 2 the
considered problem is reduced to a social cost minimiza-
tion problem, in which a network of agents collaboratively
minimize the sum of their local objective functions. More-
over, if mi = 1, ∀i ∈ {1, 2, · · · , N}, the considered mod-
el is reduced to a non-cooperative game. Hence, the N -
coalition non-cooperative games formulated in this paper
cover both the social cost minimization problem and the non-
cooperative game as special cases. Note that in the subse-
quent analysis, we focus on the case where N ≥ 2,mi ≥
2, ∀i ∈ {1, 2, · · · , N}.

The following assumptions will be utilized in the rest of
the paper.

Assumption 1 The communication graphs Gi, ∀i ∈
{1, 2, · · · , N} are undirected and connected.

Assumption 2 The agents’ objective functions
fij(xi,x−i), ∀i ∈ {1, 2, · · · , N}, j ∈ {1, 2, · · · ,mi}
are C2 functions.

3 Nash Equilibrium Seeking for N -coalition Non-
cooperative Games

In this section, a Nash equilibrium seeking strategy will be
firstly designed for the N -coalition non-cooperative games.

1Related definitions on the graphs and games are given in the Section
6.1.

2Throughout this paper, (xi,x−i) and (x∗
i ,x

∗
−i) might be alternatively

written as x and x∗, respectively, for notational convenience.



Then, discussions on the strategy design will be given to pro-
vide insights on how the strategy is designed. Lastly, conver-
gence analysis of the Nash equilibrium under the proposed
seeking strategy is conducted under certain conditions.

3.1 Nash Equilibrium Seeking Strategy Design
In the following, we design a novel Nash equilibrium

seeking strategy for the N -coalition non-cooperative games.
To search for the Nash equilibrium of the N -coalition non-
cooperative games, the action of agent j, j ∈ {1, 2, · · · ,mi}
in coalition i, i ∈ {1, 2, · · · , N} can be updated according
to

ẋij = −kijgijj , (4)

where kij = δk̄ij , δ is a small positive parameter and k̄ij
is a fixed positive parameter. Furthermore, gijk for j, k ∈
{1, 2, · · · ,mi} are auxiliary variables governed by

ġijk =− gijk −
mi∑
l=1

ajli (gijk − gilk)

−
mi∑
l=1

ajli (zijk − zilk) +
∂fij(x)

∂xik

żijk =

mi∑
l=1

ajli (gijk − gilk),

(5)

where zijk for i ∈ {1, 2, · · · , N}, j, k ∈ {1, 2, · · · ,mi} are
auxiliary variables.

3.2 Discussions on the Nash Equilibrium Seeking Strat-
egy

In the following, we provide some intuitions on how the
seeking strategy is designed. The strategy in (5) is inspired
by the average consensus protocol in Lemma 3 (see Sec-
tion 6.1) and [21, 22]. It can be derived that at the equi-
librium of (5), gijk = 1

mi

∑mi

j=1
∂fij(x)
∂xik

= 1
mi

∂fi(x)
∂xik

, ∀j ∈
{1, 2, · · · ,mi} for fixed ∂fij(x)

∂xik
, i ∈ {1, 2, · · · , N}, j, k ∈

{1, 2, · · · ,mi}, by Lemma 3.
Let gi = [gi11, gi12, · · · , gi1mi , gi21, · · · , gimimi ]

T ∈
Rm2

i , zi = [zi11, zi12, · · · , zi1mi , zi21, · · · , zimimi ]
T ∈

Rm2
i , pi(x) = [∂fi1(x)∂xi1

, ∂fi1(x)
∂xi2

, · · · , ∂fi1(x)
∂ximi

, ∂fi2(x)
∂xi1

, · · · ,
∂fimi

(x)

∂ximi
]T ∈ Rm2

i . Then, for j, k ∈ {1, 2, · · · ,mi}, (5) can
be written as

ġi =− (Im2
i×m2

i
+ Li ⊗ Imi×mi)gi

− (Li ⊗ Imi×mi)zi + pi(x)

żi =(Li ⊗ Imi×mi)gi,

(6)

∀i ∈ {1, 2, · · · , N}. Let Ui = [Ui1 Ui2], where Ui1 ∈
Rm2

i × Rm2
i−mi and Ui2 ∈ Rm2

i × Rmi , be an orthog-
onal matrix such that UT

i1(Li ⊗ Imi×mi) is full row rank
and UT

i2(Li ⊗ Imi×mi) = 0mi×m2
i
. Furthermore, let zi =

Ui[y
T
i ȳTi ]

T , where yi ∈ Rm2
i−mi and ȳi ∈ Rmi are col-

umn vectors [3]. Then,

ġi =− (Im2
i×m2

i
+ Li ⊗ Imi×mi

)gi

− (Li ⊗ Imi×mi)Ui1yi + pi(x)

ẏi =UT
i1(Li ⊗ Imi×mi)gi,

(7)

and ˙̄yi = 0mi , by which ȳi(t) = ȳi(0), i ∈ {1, 2, · · · , N}.
By the equivalence of (6) and (7), it can be derived
that at the equilibrium of (7), gijk = 1

mi

∂fi(x)
∂xik

, ∀i ∈
{1, 2, · · · , N}, j, k ∈ {1, 2, · · · ,mi} for fixed ∂fij(x)

∂xik
, i ∈

{1, 2, · · · , N}, j, k ∈ {1, 2, · · · ,mi}.
Define τ = δt. Then, in the τ -time scale,

dxij

dτ
= −k̄ijgijj , (8)

and

δ
dgi
dτ

=− (Im2
i×m2

i
+ Li ⊗ Imi×mi)gi

− (Li ⊗ Imi×mi)Ui1yi + pi(x)

δ
dyi
dτ

=UT
i1(Li ⊗ Imi×mi)gi.

(9)

Define ḡi = [ḡi11, ḡi12, · · · , ḡi1mi , ḡi21, · · · , ḡimimi ]
T =

gi − gqi (x), ȳi = yi − yqi (x), where gqi (x) =
[gqi11, g

q
i12, · · · , g

q
i1mi

, gqi21, · · · , g
q
imimi

]T , yqi (x) are
the quasi-steady states of gi, yi, respectively, that satisfy

Hi

[
gqi (x)
yqi (x)

]
+

[
pi(x)

0m2
i−mi

]
= 02m2

i−mi
, (10)

where

Hi = −
[

Im2
i×m2

i
+ Li ⊗ Imi×mi

(Li ⊗ Imi×mi
)Ui1

−UT
i1(Li ⊗ Imi×mi) 0(m2

i−mi)×(m2
i−mi)

]
,

is Hurwitz by Assumption 1 and Lemma 4.
Hence,

δ
dḡi
dτ

=− (Im2
i×m2

i
+ Li ⊗ Imi×mi)ḡi

− (Li ⊗ Imi×mi)Ui1ȳi − δ

(
∂(gqi (x))

T

∂x

)T
dx

dτ

δ
dȳi
dτ

=UT
i1(Li ⊗ Imi×mi

)ḡi − δ

(
∂(yqi (x))

T

∂x

)T
dx

dτ
.

(11)
Letting δ = 0 “freezes” ḡi, ȳi to zero which gives gi, yi

on the quasi-steady states and

dxij

dτ
= − k̄ij

mi

∂fi(x)

∂xij
, (12)

∀i ∈ {1, 2, · · · , N}, j ∈ {1, 2, · · · ,mi} by which the con-
vergence to the Nash equilibrium can be achieved under cer-
tain conditions (see e.g., [3, 4, 7]).

3.3 Convergence Results
In the following, local convergence results are firstly pre-

sented under certain conditions, followed by non-local con-
vergence results under stronger conditions. To facilitate the
subsequent analysis, the following assumptions are made.

Assumption 3 There exists at least one, possibly multiple
isolated Nash equilibria x∗ on which

∂fi
∂xi

(x∗) = 0mi ,∀i ∈ {1, 2, · · · , N}, (13)

and ∂2fi
∂x2

i
(x∗),∀i ∈ {1, 2, · · · , N} are symmetric positive

definite.



Assumption 4 The matrix

B =



∂2f1
∂x2

1
(x∗) ∂2f1

∂x1∂x2
(x∗) · · · ∂2f1

∂x1∂xN
(x∗)

∂2f2
∂x2∂x1

(x∗) ∂2f2
∂x2

2
(x∗)

...
...

. . .
∂2fN

∂xN∂x1
(x∗) · · · ∂2fN

∂x2
N
(x∗)

 ,

(14)
is strictly diagonally dominant.

In Assumptions 3-4,

∂2fi(x)

∂xi∂xj
=



∂2fi(x)
∂xi1∂xj1

∂2fi(x)
∂xi1∂xj2

· · · ∂2fi(x)
∂xi1∂xjmj

∂2fi(x)
∂xi2∂xj1

∂2fi(x)
∂xi2∂xj2

· · · ∂2fi(x)
∂xi2∂xjmj

...
. . .

...
∂2fi(x)

∂ximi
∂xj1

∂2fi(x)
∂ximi

∂xj2
· · · ∂2fi(x)

∂ximi
∂xjmj

 .

Remark 2 Assumptions 3-4 are adapted from [3]-[4] and
[7] to ensure the convergence to the Nash equilibrium by u-
tilizing the gradient play as indicated in Lemma 2. Moreover,
it’s worth noting that Assumptions 3-4 only characterize lo-
cal Nash equilibria without requiring the set of the Nash e-
quilibria to be a singleton.

For notational convenience, define P(x) = ∂F (x)
∂x =

[(∂f1(x)∂x1
)T , (∂f2(x)∂x2

)T , · · · , (∂fN (x)
∂xN

)T ]T . Further-
more, let gq(x), yq(x) be the concatenated vectors of
gqi (x), y

q
i (x), i ∈ {1, 2, · · · , N}, respectively.

The following results are given in supportive of the
closed-loop system analysis.

Lemma 1 Suppose that Assumptions 1-2 are satis-
fied. Then, for each x∗ that satisfies Assumption 3,
(x∗, gq(x∗), yq(x∗)) is the equilibrium of the sys-

tem in (4) and (7) with the equilibrium of
[

gi
yi

]
,

i ∈ {1, 2, · · · , N} being unique. Furthermore, gqi (x),
yqi (x),∀i ∈ {1, 2, · · · , N} are linear combinations of the
elements in pi(x).

Proof: See Section 6.2 for the proof. �
Lemma 2 Suppose that Assumption 2 holds. The agents up-
date their actions according to

ẋij = − k̄ij
mi

∂fi(x)

∂xij
, (15)

∀i ∈ {1, 2, · · · , N}, j ∈ {1, 2, · · · ,mi}. Then, each Nash
equilibrium that satisfies Assumptions 3-4 is exponentially
stable.

Proof: The proof follows the proof of Theorem 2 in [3]. �
Based on the above results, we are now ready to conduct

the convergence analysis.

Theorem 1 Suppose that Assumptions 1-2 hold. Then,
for each x∗ that satisfies Assumptions 3-4, there exist-
s a positive constant δ∗ such that for each δ ∈ (0, δ∗),
(x∗, gq(x∗), yq(x∗)) is exponentially stable under (4) and
(7).

Proof: See Section 6.3 for the proof. �
In the following, we present a non-local convergence re-

sult under a stronger condition.

Assumption 5 The cost functions fi(xi,x−i) are convex in
xi, ∀i ∈ {1, 2, · · · , N}, for any fixed x−i. Moreover, there
exists a positive constant m such that

(x− x′)T (P(x)−P(x′)) ≥ m||x− x′||2, (16)

for all x,x′ ∈ R
∑N

i=1 mi .

Remark 3 To derive a non-local convergence result, As-
sumption 5 is enforced to ensure the uniqueness of the Nash
equilibrium. Note that this assumption is a commonly adopt-
ed assumption in the existing literature that concerns with
Nash equilibrium seeking in non-cooperative games (see,
e.g., [4] [11][27] and the references therein).

Define g, y as the concatenated vectors of gi, yi for i ∈
{1, 2, · · · , N}, respectively. Then, the following result can
be derived.

Theorem 2 Suppose that Assumptions 1, 2 and 5
hold. Then, for each positive constant ∆, there ex-
ists a positive constant δ∗(∆) such that for each
δ ∈ (0, δ∗), (x(t), g(t), y(t)) generated by (4) and
(7) converges exponentially to (x∗, gq(x∗), yq(x∗)) for
||[x(0)T , g(0)T , y(0)T ]T || < ∆.

Proof: See Section 6.4 for the proof. �
Remark 4 As (xi, gi, yi) converges to (x∗

i , g
q
i (x

∗), yqi (x
∗))

for i ∈ {1, 2, · · · , N} as t → ∞, (xi, gi, zi)
generated by (4) and (5) converges to
(x∗

i , g
q
i (x

∗), Ui[(y
q
i (x

∗))T (ȳi(0))
T ]T ) as t → ∞

under the given conditions.

Remark 5 Note that if there are coalitions with only one
agent, the corresponding agent can update its own action
according to the gradient play (see (12)). If this is the case
and the agents in coalitions that have more than one agent
update their actions according to the proposed seeking strat-
egy in (4) and (5), then, similar results as Theorems 1-2 can
be derived.

4 A Numerical Example

In this section, three interacting coalitions labeled as 1, 2
and 3, respectively, are considered. Furthermore, there are
5, 6 and 4 agents in coalitions 1-3, respectively (i.e., m1 =
5,m2 = 6,m3 = 4). The communication graphs for the
coalitions are depicted in Fig. 1.

The coalitions’ objective functions are

f1(x) =

5∑
j=1

f1j(x), f2(x) =

6∑
j=1

f2j(x),

f3(x) =
4∑

j=1

f3j(x),

for coalitions 1-3, respectively. Furthermore, in coalition 1,
the local objective functions of agents 1-5 are respectively
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1

2 3

Coalition 2

1

2 3
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1

2 3 4
4 5 465

Fig. 1: Communication graphs for the agents in the coali-
tions.

defined as

f11 = 10x2
11 + x11

3∑
i=1

mi∑
j=1

xij , f12 = 9x2
12 + x12

3∑
i=1

mi∑
j=1

xij ,

f13 = 10x2
13 + x13

3∑
i=1

mi∑
j=1

xij , f14 = 12x2
14 + x14

3∑
i=1

mi∑
j=1

xij ,

f15 = 14x2
15 + x15

3∑
i=1

mi∑
j=1

xij .

In coalition 2, the local objective functions are defined as

f21 = 15x2
21 + x21

3∑
i=1

mi∑
j=1

xij , f22 = 20x2
22 + x22

3∑
i=1

mi∑
j=1

xij ,

f23 = 25x2
23 + x23

3∑
i=1

mi∑
j=1

xij , f24 = 16x2
24 + x24

3∑
i=1

mi∑
j=1

xij ,

f25 = 27x2
25 + x25

3∑
i=1

mi∑
j=1

xij , f26 = 18x2
26 + x26

3∑
i=1

mi∑
j=1

xij ,

for agents 1-6, respectively. Furthermore, the local objective
functions of agents 1-4 in coalition 3 are

f31 = 5x2
31 + x31x11, f32 = 10x2

32 + x32x12,

f33 = 9x2
33 + x33x21, f34 = 15x2

34 + x34x22,

respectively.
By direct calculation, it can be derived that the Nash equi-

librium of the game is x∗ = 0∑3
i=1 mi

. The initial conditions
are set as x11(0) = 5, x12(0) = −2, x13(0) = 3, x14(0) =
2, x15(0) = 3, x21(0) = −5, x22(0) = 5, x23(0) =
−1, x24(0) = 4, x25(0) = 4, x26(0) = 2, x31(0) =
2, x32(0) = 4, x33(0) = 3, x34(0) = 6 in the simulation
and gijk(0) = 0, zijk(0) = 0 for i = {1, 2, 3}, j, k =
{1, 2, · · · ,mi}.

The agents’ actions generated by the proposed method in
(4) and (5) are shown in Fig. 2. From the simulation result,
it can be seen that the agents’ actions generated by the pro-
posed method in (4) and (5) converge to zero, which is the
Nash equilibrium of the non-cooperative game among the 3
coalitions, thus verifying the effectiveness of the proposed
method.

5 Conclusion

In this paper, an N -coalition non-cooperative game is
considered. The coalitions are modeled as VPs in a non-
cooperative game that aim to minimize their own objective

0 10 20 30 40 50
−6

−4

−2

0

2

4

6

Time (Seconds)

x ij(t
)

Fig. 2: The agents’ actions xij(t), i ∈ {1, 2, 3}, j ∈
{1, 2, · · · ,mi} generated by the proposed method in (4) and
(5).

functions. Each coalition’s objective function is defined as
the sum of the agents’ local objective functions in the cor-
responding coalition. The actions of the coalitions are de-
termined by the agents in the coalition. Through communi-
cation among the agents in each coalition via an undirected
and connected communication topology, a Nash equilibrium
seeking strategy is proposed. By Lyapunov stability anal-
ysis, convergence results are obtained under certain condi-
tions.
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6 Appendix

6.1 Preliminaries
A graph is defined as G = (V, E) where E is the edge

set satisfying E ⊂ V × V with V = {1, 2, · · · ,M} being
the set of nodes in the network. It is undirected if for every
(i, j) ∈ E , (j, i) ∈ E . An undirected graph is connected if

there exists a path between any pair of distinct vertices. The
elements in the adjacency matrix A are defined as aij = 1 if
node j is connected with node i, else, aij = 0. Furthermore,
aii = 0. The neighboring set of agent i is defined as Ni =
{j ∈ V|(j, i) ∈ E}. The Laplacian matrix L is defined as
L = D−A, where D is a diagonal matrix whose ith diagonal
element is equal to the out degree of node i, represented by∑M

j=1 aij [12].
A game in a normal form is defined as a triple Γ ,

{N , X, f} where N = {1, 2, · · · , N} is the set of N play-
ers, X = X1 × · · · × XN , Xi ⊆ Rmi is the set of actions
for player i, and f = (f1, f2, · · · , fN ) where fi is the cost
function of player i [3].

Nash equilibrium is an action profile on which no player
can reduce its cost by unilaterally changing its own action,
i.e., an action profile x∗ = (x∗

i ,x
∗
−i) ∈ X is the Nash equi-

librium if

fi(x
∗
i ,x

∗
−i) ≤ fi(xi,x

∗
−i), ∀i ∈ N , (17)

for all xi ∈ Xi [3].

Lemma 3 [25] Let G be an undirected and connected
graph, L be the Laplacian matrix of G. Then, for any con-
stant vector u ∈ RM , the state of the following system[

ẋ
ẏ

]
=

[
−I − L −L

L 0M×M

] [
x
y

]
+

[
u
0M

]
, (18)

with arbitrary initial conditions x(0),y(0) ∈ RM remains
bounded and x(t) converges exponentially to 1

M 1T
Mu1M as

t → ∞.

Lemma 4 [21] Let W ∈ RN ×RN and Q ∈ RN ×RM . If

W is Hurwitz and rank(Q) = M , then
[

W Q
−QT 0M×M

]
is Hurwitz.

6.2 Proof of Lemma 1
Setting the right-hand sides of (4) and (7) to zero gives

−(Im2
i×m2

i
+Li ⊗ Imi×mi)gi

− (Li ⊗ Imi×mi)Ui1yi + pi(x) = 0m2
i
,

UT
i1(Li ⊗ Imi×mi)gi = 0m2

i−mi
,

(19)
and

− kijgijj = 0, i ∈ {1, 2, · · · , N}, j ∈ {1, 2, · · · ,mi}.
(20)

By (19), gi1j = gi2j = · · · = gimij = 1
mi

∂fi(x)
∂xij

at the
equilibrium for i ∈ {1, 2, · · · , N}, j ∈ {1, 2, · · · ,mi}. Fur-
thermore, by (20), gijj = 0 at the equilibrium. Hence,
1
mi

∂fi
∂xij

(x) = 0 for all i ∈ {1, 2, · · · , N} and j ∈
{1, 2, · · · ,mi}, which indicates that (x∗, gq(x∗), yq(x∗)) is
the equilibrium of the system in (4) and (7). As the matrix
Hi is Hurwitz by Assumption 1 and Lemma 4, it is invertible

and
[

gqi (x)
yqi (x)

]
= −H−1

i

[
pi(x)

0m2
i−mi

]
, which indicates

that gqi (x), y
q
i (x) are linear combinations of the elements in

pi(x). In particular, gqijj = 1
mi

∂fi(x)
∂xij

, where gqijj denotes
the quasi-steady state of gijj . Hence, for each x = x∗,



[
gi
yi

]
=

[
gqi (x

∗)
yqi (x

∗)

]
= −H−1

i

[
pi(x

∗)
0m2

i−mi

]
at the equilibrium of (4) and (7). Therefore, for each

x = x∗, the equilibrium of
[

gi
yi

]
is unique and is

−H−1
i

[
pi(x

∗)
0m2

i−mi

]
.

6.3 Proof of Theorem 1
Letting τ = δt gives

δ


dg1
dτ
dy1

dτ
...

dgN
dτ
dyN

dτ

 = H


g1
y1
...
gN
yN

+


p1(x)

0m2
1−m1

...
pN (x)

0m2
N−mN


dx

dτ
= −diag{k̄ij}[gijj ]vec,

i ∈ {1, 2, · · · , N}, j ∈ {1, 2, · · · ,mi},

(21)

where H = diag{Hi}.
Then,


dḡ1
dτ
dȳ1

dτ
...

dḡN
dτ
dȳN

dτ

 =


dg1
dτ
dy1

dτ
...

dgN
dτ
dyN

dτ

−



(
∂(gq

1(x))
T

∂x

)T

(
∂(yq

1(x))
T

∂x

)T

...(
∂(gq

N (x))
T

∂x

)T

(
∂(yq

N (x))
T

∂x

)T



dx

dτ

=
H

δ


ḡ1
ȳ1
...
ḡN
ȳN

−



(
∂(gq

1(x))
T

∂x

)T

(
∂(yq

1(x))
T

∂x

)T

...(
∂(gq

N (x))
T

∂x

)T

(
∂(yq

N (x))
T

∂x

)T



dx

dτ
, (22)

and

dx

dτ
= −diag{k̄ij}

[
ḡijj +

1
mi

∂fi(x)
∂xij

]
vec

,

i ∈ {1, 2, · · · , N}, j ∈ {1, 2, · · · ,mi},
(23)

where we have utilized the conclusion that the quasi-
steady state of gijj is 1

mi

∂fi(x)
∂xij

, i ∈ {1, 2, · · · , N}, j ∈
{1, 2, · · · ,mi}, i.e., gqijj =

1
mi

∂fi(x)
∂xij

.
According to Lemma 2, the Nash equilibrium is expo-

nentially stable under the gradient play in (15). Hence,
there exists a function W : D0 → R where D0 = {x ∈

R
∑N

i=1 mi |||x − x∗|| ≤ r0} for some positive constant r0
such that

c1||x− x∗||2 ≤ W (x) ≤ c2||x− x∗||2,

∂W (x)

∂x

T (
−diag

{
k̄ij
mi

}
∂F (x)

∂x

)
≤ −c3||x− x∗||2,∣∣∣∣∣∣∣∣∂W (x)

∂x

∣∣∣∣∣∣∣∣ ≤ c4||x− x∗||,

(24)
for some positive constants c1, c2, c3, c4 by Theorem 4.14 of
[26]. The following analysis is conducted for the domain in
which the inequalities in (24) are satisfied.

Define the Lyapunov candidate function as

V = cW (x) + (1− c)ηTPη, (25)

where c ∈ (0, 1) is a constant, η = [ḡT1 , ȳ
T
1 , · · · , ḡTN , ȳTN ]T ,

and P is a symmetric positive definite matrix that satisfies
PH + HTP = −Q, for some symmetric positive definite
matrix Q as H is Hurwitz by utilizing Assumption 1 and the
result in Lemma 4.

Define χ = [(x−x∗)T , ηT ]T . Then, there exists a domain
D1 = {χ|||χ|| ≤ r1}, for some positive constant r1 such
that the time-derivative of the Lyapunov candidate function
along the given trajectory in (22)-(23) satisfies

dV

dτ
=− c

∂W (x)

∂x

T

diag{k̄ij}
[
ḡijj +

1
mi

∂fi(x)
∂xij

]
vec

+ (1− c)

(
dη

dτ

T

Pη + ηTP
dη

dτ

)

=− c
∂W (x)

∂x

T

diag
{
k̄ij
mi

}
∂F (x)

∂x

− c
∂W (x)

∂x

T

diag{k̄ij}[ḡijj ]vec

+ (1− c)

[(
1

δ
ηTHT −G

(
x,

dx

dτ

)T
)
Pη

+ηTP

(
1

δ
Hη −G

(
x,

dx

dτ

))]
=− c

∂W (x)

∂x

T

diag
{
k̄ij
mi

}
∂F (x)

∂x

+
1− c

δ
ηT (HTP + PH)η

− c
∂W (x)

∂x

T

diag{k̄ij}[ḡijj ]vec

− 2(1− c)ηTPG

(
x,

dx

dτ

)
,

(26)

where G(x, dx
dτ ) =



(
∂(gq1(x))

T

∂x

)T

(
∂(yq

1(x))
T

∂x

)T

...(
∂(gqN (x))T

∂x

)T

(
∂(yq

N
(x))T

∂x

)T


dx
dτ .



Hence, there exists a positive constant β1 such that for
χ ∈ D1,

dV

dτ
≤− cc3||x− x∗||2 − 1− c

δ
λmin(Q)||η||2

+ cβ1||x− x∗||||η||

+2(1− c)ηTP



(
∂(gq1(x))

T

∂x
)T

(
∂(yq

1(x))
T

∂x
)T

...

(
∂(gqN (x))T

∂x
)T

(
∂(yq

N
(x))T

∂x
)T


diag{k̄ij}[ḡijj ]vec

+2(1− c)ηTP



(
∂(gq1(x))

T

∂x
)T

(
∂(yq

1(x))
T

∂x
)T

...

(
∂(gqN (x))T

∂x
)T

(
∂(yq

N
(x))T

∂x
)T


diag

{
k̄ij
mi

}[
∂fi(x)

∂xij

]
vec

.

(27)
Since the second partial derivatives of fij(x) for i ∈

{1, 2, · · · , N}, j ∈ {1, 2, · · · ,mi} are bounded for χ ∈
D1,

∣∣∣∣∣∣∂(gq
i (x))

T

∂x

∣∣∣∣∣∣ and
∣∣∣∣∣∣∂(yq

i (x))
T

∂x

∣∣∣∣∣∣, for i ∈ {1, 2, · · · , N}

are bounded for χ ∈ D1. Moreover, ∂fi(x)
∂xij

for i ∈
{1, 2, · · · , N} and j ∈ {1, 2, · · · ,mi} are Lipschitz by
Lemma 3.2 in [26]. Hence, it can be derived that there exist
positive constants β2, β3 such that for χ ∈ D1,

dV

dτ
≤− cc3||x− x∗||2 − 1− c

δ
λmin(Q)||η||2

+ cβ1||x− x∗||||η||+ 2(1− c)β2||η||2

+ 2(1− c)β3||η||||x− x∗||.

(28)

Define

Ā =

[
cc3 − cβ1

2
− (1− c)β3

− cβ1
2

− (1− c)β3
(1−c)λmin(Q)

δ
− 2(1− c)β2

]
.

Then, Ā is symmetric positive definite if δ <
4(1−c)cc3λmin(Q)

(cβ1+2(1−c)β3)2+8cc3(1−c)β2
. Let

δ∗ =
4(1− c)cc3λmin(Q)

(cβ1 + 2(1− c)β3)2 + 8cc3(1− c)β2
. (29)

Then, for each δ ∈ (0, δ∗),

dV

dτ
≤ −λmin(Ā)||χ||2, (30)

where λmin(Ā) is positive.
Since,

V = cW (x) + (1− c)ηTPη, (31)

it can be derived that there exist positive constants µ1 and
µ2(µ2 ≥ µ1) such that µ1||χ(τ)||2 ≤ V (χ) ≤ µ2||χ(τ)||2.
Hence, by utilizing the Comparison Lemma [26], it can be
derived that

µ1||χ(τ)||2 ≤ V (τ) ≤ e−
λmin(Ā)

µ2
τV (0)

≤ e−
λmin(Ā)

µ2
τµ2||χ(0)||2.

(32)

Therefore,

||χ(τ)||2 ≤ µ2

µ1
e−

λmin(Ā)

µ2
τ ||χ(0)||2, (33)

i.e.,

||χ(τ)|| ≤
√

µ2

µ1
e−

λmin(Ā)

2µ2
τ ||χ(0)||. (34)

Since χ(τ) = [(x − x∗)T , ηT ]T , it can be derived that

for χ ∈ D1,

∣∣∣∣∣∣∣∣∣∣∣∣∣

∣∣∣∣∣∣∣∣∣∣∣∣∣



x− x∗

g1 − gq1(x
∗)

y1 − yq1(x
∗)

...
gN − gqN (x∗)
yN − yqN (x∗)



∣∣∣∣∣∣∣∣∣∣∣∣∣

∣∣∣∣∣∣∣∣∣∣∣∣∣
≤
∣∣∣∣∣∣∣∣[ x− x∗

η

]∣∣∣∣∣∣∣∣ +
∣∣∣∣∣∣∣∣∣∣∣∣∣

∣∣∣∣∣∣∣∣∣∣∣∣∣



0∑N
k=1 mk

gq1(x)− gq1(x
∗)

yq1(x)− yq1(x
∗)

...
gqN (x)− gqN (x∗)
yqN (x)− yqN (x∗)



∣∣∣∣∣∣∣∣∣∣∣∣∣

∣∣∣∣∣∣∣∣∣∣∣∣∣
≤ K1

∣∣∣∣∣∣∣∣[ x− x∗

η

]∣∣∣∣∣∣∣∣ ≤

K1

√
µ2

µ1
e−

λmin(Ā)

2µ2
τ

∣∣∣∣∣∣∣∣∣∣∣∣∣

∣∣∣∣∣∣∣∣∣∣∣∣∣



x(0)− x∗

g1(0)− gq1(x
∗)

y1(0)− yq1(x
∗)

...
gN (0)− gqN (x∗)
yN (0)− yqN (x∗)



∣∣∣∣∣∣∣∣∣∣∣∣∣

∣∣∣∣∣∣∣∣∣∣∣∣∣
+

K1

√
µ2

µ1
e−

λmin(Ā)

2µ2
τ

∣∣∣∣∣∣∣∣∣∣∣∣∣

∣∣∣∣∣∣∣∣∣∣∣∣∣



0∑N
k=1 mk

gq1(x
∗)− gq1(x(0))

yq1(x
∗)− yq1(x(0))

...
gqN (x∗)− gqN (x(0))
yqN (x∗)− yqN (x(0))



∣∣∣∣∣∣∣∣∣∣∣∣∣

∣∣∣∣∣∣∣∣∣∣∣∣∣
≤

K2

√
µ2

µ1
e−

λmin(Ā)

2µ2
τ

∣∣∣∣∣∣∣∣∣∣∣∣∣

∣∣∣∣∣∣∣∣∣∣∣∣∣



x(0)− x∗

g1(0)− gq1(x
∗)

y1(0)− yq1(x
∗)

...
gN (0)− gqN (x∗)
yN (0)− yqN (x∗)



∣∣∣∣∣∣∣∣∣∣∣∣∣

∣∣∣∣∣∣∣∣∣∣∣∣∣
, for some

positive constants K1 and K2. Hence, in the τ -time scale,
(x∗, gq(x∗), yq(x∗)) is exponentially stable. Converting it
back to t-time scale, the conclusion is derived.

6.4 Proof of Theorem 2
Following the proof of Theorem 1, it can be derived that

the system in (4) and (7) can be rewritten as (22)-(23) in the
τ -time scale. Define the Lyapunov candidate function as

V =
c

2
(x− x∗)T

(
diag

{
k̄ij
mi

})−1

(x− x∗)

+ (1− c)ηTPη,

(35)

where c ∈ (0, 1) is a constant. Then, the rest of proof fol-
lows the steps in the proof of Theorem 1 and the details are
omitted due to space limitation.


