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Abstract: This paper proposes an “out-in degree” Laplacian matrix to dispose the distributed optimization problem for both the continuous-time and discrete-time multiagent systems with the first-order dynamics over a general strongly connected digraph. By making use of the out-degree and in-degree Laplacian matrices of the directed graph, we establish the parameter matrix which possesses some properties similar to the Laplacian matrix of the weight-balanced graph. Such a matrix is constructed to deal with the distributed optimization problem over a directed graph. First, we are concerned with the continuous-time case and sufficient condition for the existence of the distributed optimal protocol. Second, a similar result is established for the discrete-time case with a skillful design of Lyapunov function rather than usage of Young’s inequality, which simplifies optimization and convergence analysis.
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1 Introduction

In recent years, the distributed optimization problem for multiagent systems has drawn increasing research attention due to its extensive applications in engineering areas. In the framework of the distributed optimization, each agent possesses a local cost function which is only accessible to that agent, and the aim is to utilize the local data and the neighborhood information such that all the agents converge to the network optimal state. Such a problem is regarded as the extension of a consensus problem [1–8] in which the final state is the global optimal point. Up to now, there have been a surge of research efforts devoted to the distributed optimization problems [9–16]. References [9] and [10] have solved the unconstrained and constrained distributed optimization problems for discrete-time multiagent systems with the step-size converging to zero. Reference [11] has proposed a continuous-time algorithm based on the feedback-compensation method to solve the above problem. [12] further has provided a complete convergence proof for the continuous-time algorithm and solves the considered optimal problem for systems over a weight-balanced graph. Reference [13] has developed the event-triggered condition for a continuous-time algorithm to reduce the cost and the energy during the state information transmission.

In most of the existing literature relating to the distributed optimization problem, the communication topology among agents is assumed to be a directed strongly connected topology [17–24]. To be more specific, a push-sum algorithm has been put forward to solve the discrete-time distributed optimization problem over a directed graph in [17–20]. However, the step-size in these papers has to reduce to zero as time goes to infinity, which limits the application of the algorithm. On the other hand, most of the above results exclusively use the out-degree information of agents with which the optimal problem can be solved and consensus is achieved if and only if time converges to infinity, which leads to the algorithms conservative, complex and difficult to apply in practice. As such, there is a great need to establish some novel methods to investigate the distributed optimization problem. This constitutes the main motivation of this paper.

According to the above discussions, the distributed optimization problem for both continuous-time and discrete-time multi-agent systems based on out-degree and in-degree matrices over a general strongly connected graph is studied in this paper. The main contributions are threefold: 1) an approach to constructing “out-in degree” Laplacian matrix for the strongly connected graph is proposed, which possesses the similar properties of weight-balanced graph; 2) with the aid of the constructive “out-in degree” matrix, not only the criterion achieves optimization but also the convergence rate can be obtained by applying the Lyapunov method; and 3) the developed results are extended to the discrete-time case through an elaborate Lyapunov function. Compared with the existing results [13, 15], Young’s inequality is no longer employed when dealing with the derivative of the selected Lyapunov function, thereby reducing the conservatism of the optimal condition and the difficulties handling the feedback-compensation term.

The rest of the paper is organized as follows. Section 2 formulates the distributed optimization problem over a general strongly connected graph. The algorithm for the continuous-time systems and its convergence analysis is presented in Section 3. Section 4 provides the corresponding results under the discrete-time distributed protocol. In Section 5, numerical examples are provided to show the validity of the established results. Finally, the summary and future work direction is concluded in Section 6.

Notations: \(B^T\) represents the transpose of the matrix \(B\), \(1_n\) and \(0_n\) are the column vectors of \(n\) ones and \(n\) zeros respectively. \(I_n\) denotes the \(n \times n\) identity matrix. The compact set is denoted by \(C\). The real number is denoted by \(\mathbb{R}\). The
dimension of the matrix is omitted if it is obvious from the context.

2 Problem Formulation

In this section, we formulate the distributed optimization problem over a general strongly connected graph, and provide some related assumptions and lemmas which will be used in the subsequent analysis.

Let \( G = (V, E) \) represent a graph, where \( V = \{1, \ldots, N\} \) and \( E \subseteq V \times V \) denote the node set and the edge set, respectively. If there is an edge from \( i \) to \( j \), denoted by \((i, j)\), then agent \( i \) can transmit information to agent \( j \). Here, agent \( i \) is the neighbor of agent \( j \). If we can find at least one path between any two nodes, the graph is connected. If there is a directed path for every pair of nodes, then, the digraph is strongly connected. \( A = \{a_{ij}\} \in \mathbb{R}^{N \times N} \) is a weighted adjacency matrix related to \( G \) such that \( a_{ij} > 0 \) if \((i, j) \in E\), otherwise \( a_{ij} = 0 \). For each node \( i \in V \), \( N_i^+ := \{ h \in V : (i, h) \in E \} \) and \( N_i^- := \{ j \in V : (j, i) \in E \} \) represent the set of its out-neighbors and in-neighbors, respectively. \( d_i^+ = \sum_{j=1}^{N} a_{ij} \) and \( d_i^- = \sum_{j=1}^{N} a_{ji} \) denote the out-degree and in-degree of agent \( i \), respectively. \( G \) is a weight-balanced graph if \( d_i^+ = d_i^- \) for all \( i \in V \).

The out-degree and in-degree Laplacian matrixes \( L \) of \( G \) are defined as \( L = D - A \), where \( D = \text{diag}(d_1^+, \ldots, d_N^+) \) and \( A = \text{diag}(a_{11}^+, \ldots, a_{NN}^+) \).

Consider a multiagent system with \( n \) agents labeled by \( V = \{1, 2, \ldots, n\} \). The network topology is just strongly connected graph. Each agent \( i \in V \) is assigned to a local cost function \( f_i(x) : \mathbb{R}^m \to \mathbb{R} \) which is only known by agent \( i \). Let \( f(x) = \sum_{i=1}^{n} f_i(x) \). The distributed optimization is achieved if all the agents cooperatively accomplish

\[
\min_{x \in \mathbb{R}^m} f(x) \tag{1}
\]

utilizing the local data and the communication with its neighbors.

The assumptions, lemmas and definitions are provided in what follows.

**Assumption 1** The local cost function \( f_i(x_i) \) is \( \varpi_i \)-strongly convex \((\varpi_i > 0)\), which indicates that it satisfies \((z-x)^T (\nabla f_i(z) - \nabla f_i(x)) \geq \varpi_i \|z-x\|^2 \) for all \( x, z \in \mathbb{R}^m \).

From Assumption 1, it is not difficult to obtain that the global cost function \( f(x) \) is strictly convex, which means the uniqueness of the network optimizer.

**Assumption 2** The subgradient of the local cost function \( f_i(x_i) \) is \( \theta_i \)-Lipschitz \((\theta_i > 0)\), which implies that \( \|\nabla f_i(z) - \nabla f_i(x)\| \leq \theta_i \|z-x\| \) for all \( x, z \in \mathbb{R}^m \).

**Assumption 3** The graph of the communication topology is strongly connected.

**Lemma 1** (Young’s inequality). Given \( x, y \in \mathbb{R}^m \), for any \( \zeta > 0 \), we have

\[
x^T y \leq \frac{x^T x}{2\zeta} + \frac{\zeta}{2} y^T y
\]

**Lemma 2** [4] The Laplacian matrix \( L \) of the strongly connected graph has a simple zero eigenvalue and the remaining eigenvalues with positive real parts.

**Assumption 4** For the strongly connected graph, 0 is a simple eigenvalue of the “out-in degree” Laplacian matrix \( L_1 L_2 \), and the rest eigenvalues of \( L_1 L_2 \) have positive real part.

**Remark 1** \( L_1 L_2 \) is defined as the “out-in degree” Laplacian matrix for a general strongly connected graph. Generally, \( L_1 \neq L_2 \) for the directed graph. Note that \( L_1 L_2 \) has some similar properties with the Laplacian matrix of the weight-balanced graph, such as \( L_1^2 L_2^2 = 0, L_1 L_2 1_n = 0 \), which implies that we can substitute \( L_1 L_2 \) for the weight-balanced Laplacian matrix to achieve some targets.

It is not difficult to validate that 0 is the eigenvalue of \( L_1 L_2 \) with the corresponding right eigenvector \( 1_n \). Introduce an orthogonal matrix \( Q = [r, R] \in \mathbb{R}^{n \times n} \) satisfying

\[
r = \frac{1}{\sqrt{n}}, \quad L_1^T R = 0 \quad \forall_{n-1}, \quad R^T R = I_{n-1}, \quad RR^T = I_n - \frac{1}{n}I_n^T
\]

For \( Z \in \mathbb{R}^n \), utilizing Lemma 2 and the properties of the above matrix yields

\[
Z^T Q^T L_1 L_2 QZ = Z_{2,n}^T R^T L_1 L_2 R Z_{2,n} = Z_{2,n}^T R^T L_1 (RR^T + \frac{1}{n}I_n^T) L_2 R Z_{2,n} \tag{3}
\]

It is obtained that the eigenvalues for the product matrix of any two positive definite Hermite matrices are positive in [25]. Although such a conclusion may not be extended to the case of the product of two generalized positive definite matrices [26], matrix \( L_1 L_2 \) is assumed to be a generalized positive semi-definite matrix with a simple zero eigenvalue.

**Definition 1** The distributed optimization (1) is achieved if the states of the agents satisfy

\[
\lim_{t \to \infty} \|x_i(t) - x^*\| = 0, \forall i \in v,
\]

where \( x^* \) is a desired optimal point. Furthermore, the convergence rate for the continuous-time systems is a positive scalar \( \delta \) if

\[
\|x_i(t) - x^*\| \leq Ce^{-\delta(t-t_0)}, \quad \forall t > t_0
\]

where \( C \) and \( t_0 \) are positive scalers. For the discrete-time case, the convergence rate is a positive scalar \( \varphi \in (0, 1) \) if

\[
\|x_i(t) - x^*\| \leq C\varphi^{t-t_0}, \quad \forall t > t_0.
\]

The aim of this paper is to achieve consensus to the global optimal point through the local data of the agents and communicating with the neighbors over a general strongly connected graph.

3 Distributed optimization algorithm with continuous-time dynamics over a general strongly connected graph

In this section, a distributed algorithm for the continuous-time context is provided to dispose of the optimization problem described in (1) over a directed graph. Without loss of generality, the state dimension of each agent is set as 1.
Consider a continuous-time system with the following first-order dynamics:

\[ \dot{x}_i = u_i, \quad i = 1, \ldots, n \]  

(4)

where \( x_i \) is the state of the \( i \)-th agents, and \( u_i \) is the corresponding control input.

The proposed algorithm is given as follows:

\[
\begin{align*}
\dot{y}_i &= \sum_{j \in \mathcal{N}_i^c} a_{ij}(x_i - x_j) \\
\dot{u}_i &= -\beta(\sum_{j \in \mathcal{N}_i^c} a_{ij}y_i - \sum_{j \in \mathcal{N}_i^+} a_{ij}y_j) - \alpha \nabla f_i(x_i) - \omega_i \\
\dot{\omega}_i &= \alpha \beta \sum_{j \in \mathcal{N}_i^+} (a_{ij}y_i - \sum_{j \in \mathcal{N}_i^+} a_{ij}y_j)
\end{align*}
\]  

(5)

where both \( \alpha \) and \( \beta \) are positive scalars.

**Remark 2** It is noted that in (5) \( a_{ij} \) and \( a_{ji} \) are both employed from the Laplacian matrix. The distributed optimization cannot be achieved with the proposed algorithm in [13, 15] due to the variation of \( \sum_{i=1}^{n} \omega_i(k) \). In fact, only the out-degree Laplacian matrix is used in [13, 15], hence, the graph information is not employed sufficiently. By contrast, the algorithms based on the out-degree and in-degree Laplacian matrices are designed to achieve distributed optimization for both continuous-time and discrete-time multiagent systems over strongly connected graph in this paper.

**Theorem 1** Suppose that Assumptions 1 – 4 are satisfied. Distributed optimization with the first-order multi-agent systems (4) is reached under algorithm (5) given \( \sum_{i=1}^{n} \omega_i(0) = 0 \), \( \alpha > 0 \) and \( \beta > 0 \).

**Proof** Combining (4) with (5) yields the following compact dynamics

\[
\begin{align*}
Y &= L_2 X \\
\dot{X} &= -\beta L_1 Y - \alpha \nabla \tilde{f}(X) - W \\
\dot{W} &= \alpha \beta L_1 Y 
\end{align*}
\]  

(6)

which implies

\[
\begin{align*}
\dot{X} &= -\beta L_1 L_2 X - \alpha \nabla \tilde{f}(X) - W \\
\dot{W} &= \alpha \beta L_1 L_2 X
\end{align*}
\]  

(7)

where \( X = [x_1, \ldots, x_n]^T \), \( W = [w_1, \ldots, w_n]^T \) and \( \tilde{f}(X) = \sum_{i=1}^{n} f_i(x_i) \).

Since all the column sum of \( L_1 \) are zero, we have \( 1_n^T L_1 = 0_n \). It follows from (7) that

\[
\sum_{i=1}^{n} \dot{\omega}_i = 0
\]  

(8)

which indicates

\[
\sum_{i=1}^{n} \omega_i(t) = \sum_{i=1}^{n} \omega_i(0) = 0.
\]  

(9)

If the derivatives of closed-loop system (7) are zero, the equilibrium point \((X^*, W^*)\) satisfies the following equalities:

\[
L_1 L_2 X^* = 0
\]

\[
\beta L_1 L_2 X^* + W^* + \alpha \nabla \tilde{f}(X^*) = 0.
\]  

(10)

It follows (9) and (10) that

\[
1_n^T \alpha \nabla \tilde{f}(X^*) = -1_n^T W^* = -\sum_{i=1}^{n} \omega_i(t) = 0.
\]  

(11)

Since \( L_2 \) is a Laplacian matrix whose row sums are zero, one has \( L_2 1_n = 0_n \), which means \( 1_n \) is a right eigenvector for \( L_2 \).

It is straightforward to obtain

\[
X^* = 1_n x^*.
\]  

(12)

For the stability analysis of (7), we utilize the following variable transformation to make the equilibrium point change to the origin

\[
\eta = X - X^*, \quad \tau = W - W^*.
\]  

(13)

Then, it follows from (7) that

\[
\begin{align*}
\dot{\eta} &= -\beta L_1 L_2 \eta - \alpha h - \tau \\
\dot{\tau} &= \alpha \beta L_1 L_2 \eta
\end{align*}
\]  

(14)

where \( h = \nabla \tilde{f}(\eta + X^*) - \nabla \tilde{f}(X^*) \).

Selecting the transformation in (2) yields

\[
\begin{align*}
\dot{\eta} &= Q^T \eta, \\
\dot{\tau} &= Q^T \tau
\end{align*}
\]  

(15)

and thus it follows from (14) that

\[
\begin{align*}
\dot{\eta}_1 &= -\alpha \tau^T h \\
\dot{\tau}_1 &= 0 \\
\dot{\eta}_{2:n} &= -\beta (R^T L_1 L_2 R) \eta_{2:n} - \tau_{2:n} - \alpha R^T h \\
\dot{\tau}_{2:n} &= \alpha \beta (R^T L_1 L_2 R) \eta_{2:n}
\end{align*}
\]  

(16)

where \( \eta_1 \) and \( \eta_{2:n} \) denote the first row element and the rest elements of \( \eta \), respectively.

We choose the candidate Lyapunov function as follow

\[
V = \frac{\eta_1^T}{2} + \frac{\eta_{2:n}^T}{2} + \frac{\tau_{2:n}^T}{2} + P^{-1} \tau_{2:n}^T
\]  

(17)

where \( P = \frac{R^T (L_1 L_2 + L_2^T L_1^T) R}{2} \) is a symmetric and positive definite matrix from Assumption 4. The eigenvalues of \( P \) are arranged as \( \lambda_2 \leq \cdots \leq \lambda_n \). Taking the derivative of (17) gives rise to

\[
\dot{V} = -\alpha \eta_1^T \tau^T h - \beta \eta_{2:n}^T (R^T P R) \eta_{2:n} - \alpha \omega \eta_{2:n}^T R^T h.
\]  

(18)

Recalling that the local cost functions satisfy Assumption 1, we have

\[
-\alpha \eta_1^T \tau^T h - \alpha \eta_{2:n}^T R^T h \leq -\alpha \varpi \eta_1^T \eta
\]  

(19)

where \( \varpi = \min \{ \varpi_1, \ldots, \varpi_n \} \). It is not difficult to obtain from (18) and (19) that

\[
\dot{V} < 0.
\]  

(20)
Therefore, the solution of (14) asymptotically converges to the largest invariant set \( M = \{ \hat{y}, \hat{\tau}; \hat{y} = 0, \hat{\tau} = 0 \} \) based on the LaSalle’s Invariance Principle, which indicates

\[
\lim_{t \to \infty} \hat{y}(t) = \lim_{t \to \infty} \hat{\tau}(t) = 0. \tag{21}
\]

Then, it follows from (13) that

\[
\lim_{t \to \infty} X(t) = X^* = 1_n \otimes x^*
\]

(22) which implies that the distributed optimization is achieved.

**Remark 3** It is worth mentioning that \( y_i \) in (5) acts as an intermediate variable after the first communication, which is omitted in the compact form (7), while it is lack of the effect to make all the agents converge to the same point. Therefore, the second communication is necessary to make the consensus be achieved.

In Theorem 1, the agents asymptotically converge to the global optimizer for any \( \alpha, \beta > 0 \) with algorithm (5). We will discuss the convergence rate in the following theorem to show the performance of the algorithm.

**Theorem 2** Suppose that Assumptions 1 – 4 are satisfied. All the agents under algorithm (5) for the first-order multi-agent systems (4) with \( \sum_{i=1}^{n} \omega_i(0) = 0 \) exponentially converge to the global optimizer with a rate no less than \( \psi \) if there exist positive scalers \( \alpha > 1 \) and \( \beta \) satisfying

\[
\begin{align*}
    b_2 &= \alpha \omega - \frac{\beta \lambda_n \mu + \theta \mu}{2 \alpha} > 0 \\
    b_3 &= \frac{\mu - \beta \lambda_n - \theta}{2 \alpha \mu} > 0 \\
    1 - \beta \lambda_n &= 0,
\end{align*}
\]

(23)

where \( \theta = \max \{ \theta_i \} \), \( \lambda_n \) is the largest eigenvalues of \( P \), \( \mu \) denotes a positive auxiliary parameter generated by employing Lemma 1.

**Proof** We utilize the equivalent transformation (16) of (7) to analyze the convergence rate of the system. Select the candidate Lyapunov function as

\[
\begin{align*}
    V &= \frac{\eta_1^T \eta_1}{2} + \frac{\tau_{2:n}^T \tau_{2:n}}{2} + \frac{\dot{\tau}_{2:n}^T P^{-1} \dot{\tau}_{2:n}}{2 \alpha \beta} + \frac{1}{2 \alpha \beta} \eta_{2:n}^T \eta_{2:n} + 1 \eta_{2:n}^T \eta_{2:n} \\
    &\quad + \frac{1}{2 \alpha \beta} \tau_{2:n}^T \tau_{2:n}.
\end{align*}
\]

(24)

The conditions \( 1 - \beta \lambda_n > 0 \) and \( \alpha > 1 \) are sufficient to guarantee \( V > 0 \). The derivative of (24) is as follow

\[
\begin{align*}
    \dot{V} &= - \alpha \dot{\eta}_1^T R^T \dot{h} - \alpha \dot{\tau}_{2:n}^T R^T \dot{h} - \frac{\beta \eta_{2:n}^T P \dot{\tau}_{2:n}}{\alpha \beta} \\
    &\quad - \frac{1}{2 \alpha \beta} \dot{\tau}_{2:n}^T \dot{\tau}_{2:n} - \frac{1}{2 \alpha \beta} \dot{\eta}_{2:n}^T \dot{\eta}_{2:n}.
\end{align*}
\]

(25)

By making use of Lemma 1, we have

\[
\begin{align*}
    -\dot{\eta}_{2:n}^T P \dot{\tau}_{2:n} &\leq \lambda_n |\dot{\eta}_{2:n}^T \dot{\tau}_{2:n}| \leq \frac{\lambda_n \mu}{2} |\dot{\tau}_{2:n}^T \eta_{2:n}| + \frac{\lambda_n \mu}{2} |\dot{\tau}_{2:n}^T \eta_{2:n}| \\
    -\dot{\tau}_{2:n}^T R^T \dot{h} &\leq \theta |\dot{\tau}_{2:n}^T \eta_{2:n}| < \frac{\theta \mu}{2} |\dot{\tau}_{2:n}^T \eta_{2:n}| + \frac{\theta \mu}{2} |\dot{\tau}_{2:n}^T \eta_{2:n}|.
\end{align*}
\]

(26)

Using (19), (25) and (26) leads to

\[
\dot{V} \leq -b_1 \dot{\eta}_1^T \dot{\eta}_1 - b_2 \dot{\tau}_{2:n}^T \dot{\tau}_{2:n} - b_3 \dot{\tau}_{2:n}^T \dot{\tau}_{2:n} \tag{27}
\]

where

\[
\begin{align*}
    b_1 &= \alpha \omega \\
    b_2 &= \alpha \omega - \frac{\beta \lambda_n \mu + \theta \mu}{2 \alpha} \\
    b_3 &= \frac{\mu - \beta \lambda_n - \theta}{2 \alpha \mu}.
\end{align*}
\]

According to (24) and Lemma 1, one has

\[
\dot{V} \leq c_1 \dot{\eta}_1^T \dot{\eta}_1 + c_2 \dot{\tau}_{2:n}^T \dot{\tau}_{2:n} + c_3 \dot{\tau}_{2:n}^T \dot{\tau}_{2:n} \tag{28}
\]

where \( c_1 = \frac{1}{2}, c_2 = \frac{\alpha + 1}{2 \alpha}, c_3 = \frac{\beta \lambda_n + 1}{2 \alpha \beta \lambda_n} \). It follows from (27) and (28) that

\[
\dot{V} \leq -\psi V \tag{29}
\]

where \( \psi = \min \{ \frac{c_i}{c_{i+1}} \}, i = 1, 2, 3 \). Then, we have \( V(t) \leq V(0)e^{-\psi t} \), which implies the agents exponentially converge to the network optimizer with the rate no less than \( \psi \) from Definition 1.

**Remark 4** Most of the existing results [9, 10, 16] regarding the optimization problem are based on undirected graph or weight-balanced graph. Nevertheless, the distributed optimization problem in the present paper only requires that the directed graph is strongly connected, which is more general and weaker. In addition, the continuous-time algorithm based on in-degree and out-degree information has an advantage over those developed in [17–19]. Particularly, we utilize the double communication to compensate the lack of information resulting from the directed graph, which guarantees the validity of (8). This is the key point whether the distributed optimization based on feedback-compensation method is achieved or not.

4 Distributed optimization algorithm with discrete-time dynamics over a general strongly connected graph

In this section, we propose the discrete-time distributed algorithm to address the optimization problem in (1) over a directed graph.

The dynamics of the discrete-time systems is described by

\[
\frac{x_i(k + 1) - x_i(k)}{\epsilon} = u_i(k), i = 1, \cdots, n \tag{30}
\]

where \( \epsilon > 0 \) is the step-size of the discrete-time system. The proposed algorithm for the discrete-time systems is

\[
u_i(k) = -\left( \sum_{j \in N_i^-} a_{ij} y_i(k) - \sum_{j \in N_i^+} a_{ij} y_j(k) - \nabla f_i(x_i(k)) - \omega_i(k) \right) \]

\[
y_i(k + 1) = \sum_{j \in N_i^+} a_{ij} (x_j(k + 1) - x_j(k + 1))
\]
\[ \omega_i(k+1) = \omega_i(k) + \epsilon \left( \sum_{j \in N_i^-} a_{ij} y_j(k+1) \right) - \sum_{j \in N_i^+} a_{ij} y_j(k+1). \]  
(31)

**Remark 5** Actually, (31) can be written as the following equivalent form

\[ y_i(k) = \sum_{j \in N_i^+} a_{ij} (x_i(k) - x_j(k)), \]
\[ \omega_i(k) = \omega_i(k-1) + \epsilon \left( \sum_{j \in N_i^-} a_{ij} y_j(k) \right) - \sum_{j \in N_i^+} a_{ij} y_j(k), \]
\[ u_i(k) = - \sum_{j \in N_i^-} a_{ij} y_j(k) - \sum_{j \in N_i^+} a_{ij} y_j(k) - \nabla f_j(x_i(k)) - \omega_i(k). \]  
(32)

The main difference between (31) and (32) lies in that the initial states in (31) are \( x_i(0) \) and \( w_i(0) \) while \( x_i(1) \) and \( w_i(0) \) in (32). Thus, we can observe from (32) that the times of network communication are twice for one iteration. We adopt the algorithm (31) to better explain the convergence of the algorithm.

**Theorem 3** Suppose that Assumptions 1 - 4 are satisfied. The distributed optimization problem (1) over a general strongly connected graph is solved with protocol (31) for the first-order multi-agent systems (30) with
\[ \sum_{i=1}^{n} \omega_i(0) = 0 \] under a convergence rate no less than \( \rho \) if
\[ \epsilon < \min \left\{ \frac{1}{\sqrt{n}}, \frac{2 \pi}{\gamma_{\max} + 2 \lambda_n + 2 \sigma} \right\}. \]

**Proof** The compact form for the discrete time case is

\[ X(k+1) = X(k) - \epsilon (L_1 L_2 X(k) + \nabla f(X(k)) + W(k)), \]
\[ W(k+1) = W(k) + L_1 L_2 X(k+1). \]  
(33)

By making use of the following transformation and (2)

\[ \phi(k) = X(k) - X^*, \quad \sigma(k) = W(k) - W^* \]
\[ \dot{\phi}(k) = Q^T \phi(k), \quad \dot{\sigma}(k) = Q^T \sigma(k), \]  
(35)

one has

\[ \dot{\phi}_1(k+1) = \dot{\phi}_1(k) - \epsilon T h(k), \]
\[ \dot{\sigma}_1(k+1) = \dot{\sigma}_1(k) \]
\[ \dot{\phi}_{2,n}(k+1) = \dot{\phi}_{2,n}(k) - \epsilon R^T L_1 L_2 R \dot{\phi}_{2,n}(k) - \epsilon T h(k) - \epsilon \dot{\sigma}_{2,n}(k), \]
\[ \dot{\sigma}_{2,n}(k+1) = \dot{\sigma}_{2,n}(k) + \epsilon R^T L_1 L_2 R \dot{\phi}_{2,n}(k+1). \]  
(36)

Select the Lyapunov function as follows

\[ V(k) = V_1(k) + (1 - \kappa \epsilon^2) V_2(k) + V_3(k) \]
(37)

where

\[ V_1(k) = \dot{\phi}_1^T(k) \dot{\phi}_1(k), \]
\[ V_2(k) = \dot{\phi}_{2,n}^T(k) \dot{\phi}_{2,n}(k), \]
\[ V_3(k) = \dot{\sigma}_{2,n}^T(k) (R^T P R)^{-1} \dot{\sigma}_{2,n}(k). \]

Taking the forward difference of (37) leads to

\[ \nabla V_1(k) = \dot{\phi}_1^T(k+1) \dot{\phi}_1(k+1) - \dot{\phi}_1^T(k) \dot{\phi}_1(k) \]
\[ = -2 \dot{\phi}_1^T(k) T h(k) + \epsilon^2 T^2 h(k) r^T h(k), \]
(38)

\[ \nabla V_2(k) = \dot{\phi}_{2,n}^T(k+1) \dot{\phi}_{2,n}(k+1) - \dot{\phi}_{2,n}^T(k) \dot{\phi}_{2,n}(k) \]
\[ = -2 \dot{\phi}_{2,n}^T(k) T^2 R P R \dot{\phi}_{2,n}(k) - 2 \dot{\phi}_{2,n}^T(k) T h(k) \]
\[ - 2 \dot{\phi}_{2,n}^T(k) \dot{\sigma}_{2,n}(k) + \epsilon^2 \dot{\phi}_{2,n}^T(k) R^T M R \dot{\sigma}_{2,n}(k) \]
\[ + 2 \epsilon^2 \dot{\phi}_{2,n}^T(k) R^T P R \dot{\sigma}_{2,n}(k) + \epsilon^2 h^T(k) R R^T h(k) \]
\[ + 2 \epsilon^2 \dot{\phi}_{2,n}^T(k) R^T P R T^2 h(k) + \epsilon^2 \dot{\sigma}_{2,n}^T(k) \dot{\sigma}_{2,n}(k) \]
\[ + 2 \epsilon^2 T^2 h(k) \dot{R} \dot{\sigma}_{2,n}(k), \]
(39)

\[ \nabla V_3(k) = 2 \dot{\phi}_{2,n}^T(k+1) \dot{\phi}_{2,n}(k) + \epsilon^2 \dot{\phi}_{2,n}^T(k+1) T^2 R^T S R \dot{\phi}_{2,n}(k+1) \]
\[ < 2 \dot{\phi}_{2,n}^T(k) \dot{\sigma}_{2,n}(k) - 2 \dot{\phi}_{2,n}^T(k) T^2 R P R \dot{\sigma}_{2,n}(k) \]
\[ - 2 \epsilon^2 h^T(k) R \dot{\sigma}_{2,n}(k) - 2 \epsilon^2 \dot{\sigma}_{2,n}^T(k) \dot{\sigma}_{2,n}(k) + \kappa^2 \dot{\sigma}_{2,n}^T(k) \dot{\phi}_{2,n}(k). \]  
(40)

By means of Assumption 1, we obtain

\[ \dot{\phi}_1^T(k) T h(k) + \dot{\phi}_{2,n}^T(k) R R^T h(k) \geq \omega \dot{\phi}(k) \hat{\phi}(k). \]  
(41)

From Assumption 2, it follows that

\[ h^T(k) r T^2 h(k) + h^T(k) R R^T h(k) \leq \theta^2 \dot{\phi}(k) \hat{\phi}(k). \]  
(42)

where

\[ P = (L_1 L_2 + L_1^T L_2^T) / 2 \]
\[ M = L_1^T L_1 L_2 \]
\[ S = L_2^T L_2 R (R^T P R)^{-1} R^T L_1 L_2. \]

From Assumption 4, \( \lambda_1, \ldots, \lambda_n \) satisfying \( 0 = \lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_n \) denote the eigenvalues of \( P \). The eigenvalues of \( M \) are denoted by \( 0 = \gamma_1 \leq \gamma_2 \leq \cdots \leq \gamma_n \). The largest eigenvalue of \( S \) is denoted by \( \kappa \). Combining with (37)-(42) yields

\[ \nabla V(k) \leq -l_1 \dot{\phi}_1(k) \hat{\phi}_1(k) - l_2 \dot{\phi}_{2,n}(k) \dot{\phi}_{2,n}(k) - l_3 \dot{\sigma}_{2,n}(k) \dot{\sigma}_{2,n}(k). \]  
(43)

where

\[ l_1 = 2 \epsilon \omega - \epsilon^2 \theta^2 \]
\[ l_2 = 2 \epsilon \lambda_n + 2 \epsilon \omega - \epsilon^2 \gamma_n - 2 \epsilon^2 \theta \lambda_n - \epsilon^2 \theta^2 \]
\[ l_3 = \epsilon^2. \]

With the condition \( \epsilon < \min \left( \frac{1}{2 \lambda_n + 2 \sigma}, \frac{2 \lambda_n + 2 \sigma}{\gamma_n + 2 \theta \lambda_n + 2 \sigma} \right) \), we have \( V(k) > 0, \nabla V(k) > 0 \). Then, the distributed optimization is achieved. As for the convergence rate, with (37) and (43), we get the inequality \( V(k+1) \leq \rho V(k), \)
\[ \rho = 1 - \min \{ l_1, \frac{l_2}{1 - \kappa}, l_3 \lambda_2 \}. \]

Furthermore, it is not difficult to obtain that \( \| x_i(t) - x^* \| \leq C \rho^{t-t_0}, \forall t > t_0. \) Thus, the convergence rate of the discrete-time distributed optimization protocol is at least \( \rho \) from Definition 1. ■
Remark 6 For the discrete time case, $X(k+1)$ is used to act as the iteration term of $W(k+1)$ instead of $X(k)$ in (33). The advantages are threefold:

1. Motivated by the improved Jacobi iterative method, which uses the former iterative result to calculate the latter value for each iteration, the iterative data is sufficiently used when $X(k)$ is replaced by $X(k+1)$ in (33). The convergence rate and stability of the system can be improved due to the introduction of the latest data in the undirected graph. Nevertheless, there is little difference between the use of $X(k)$ and $X(k+1)$ over the directed graph, which may be caused by the property variation of the Laplacian matrix $L_1L_2$.

2. Although the Young’s inequality is valid to deal with the cross terms, it also enhances the conservatism of the obtained conditions. This causes the difficulty in selecting the design parameters. In Theorem 3, the Young’s inequality is discarded via constructing the proper candidate Lyapunov function. From this point of view, the derived condition has less conservatism.

3. The terms containing $\sigma_{2,n}$ except $\sigma_{2,n}^T$ are eliminated through design of Lyapunov function, which gets rid of the problem to analyze the effect of $\sigma_{2,n}$. Generally, the terms with $\sigma_{2,n}$ are dealt with Young’s inequality, which causes certain challenges in the stability analysis of the multi-agent systems.

Remark 7 For the discrete-time multiagent systems, the Lyapunov method is employed to establish the stability criteria of the closed-loop system and achieve the distributed optimization. In comparison with the literature [9, 10], where the proof procedures are quite complex and mass, an appropriate Lyapunov function is selected in this paper to simplify the proof. In addition, we avoid utilizing the Young’s inequality and hence the obtained results are less conservatism and the established condition is easy to achieve.

Remark 8 Theorem 3 illustrates that the system is definitely stable when the step-size $\epsilon$ is sufficiently small, which is corresponding to the result in Theorem 1 that the continuous-time system is stable for any positive parameters $\alpha$ and $\beta$.

Remark 9 In multiagent systems, all the agents move according to the control protocol, which could account for the variation of the communication topology due to the communication link failure when distances between agents go beyond the data transmission radius of sensors. Switching topologies with strongly connected property are discussed for consensus of multiagent systems in [1]. The distributed optimization problem over directed graph with similar requirements is capable of being solved with (31) if $\epsilon < \min\{\frac{1}{\sqrt{r}}, \frac{3\alpha}{\beta + 3\alpha}, \frac{4\alpha + 2\beta}{\alpha + 3\alpha}\}$ and all the possible topologies are strongly connected, where $r = \max\{\kappa_i(G_s)\}, \lambda_2 = \min\{\lambda_2(G_s)\}, \lambda_n = \max\{\lambda_n(G_s)\}, \gamma_n = \max\{\gamma_n(G_s)\}, s = 1, 2, \ldots, G_s$ represents the switching topology.

Remark 10 In the distributed optimization problem solved by the protocols (5) and (31), it is necessary to require that the graph is strongly connected. Such protocols are not applied to the connected graph. The reason is that there may exist an agent just receiving or sending information over the connected graph, which implies the elements of a row or a column for the corresponding Laplacian matrix $L_1L_2$ are all zero. The distributed optimization is not achieved owing to the inability of updating information or the lack of the information for this agent.

5 Simulation

In this section, numerical examples are given to testify the main results.

Consider a multiagent system with five agents over a general strongly connected graph. The local cost functions satisfying Assumptions 1-2 are selected as follows

\[
\begin{align*}
f_1(x) &= x^2 + 0.1\cos(x) + 3 \\
f_2(x) &= 0.1e^{-0.2x} + x + 5 \\
f_3(x) &= x^2 - 2x + 3 \\
f_4(x) &= 4x^2 + \sin(0.2x) \\
f_5(x) &= 0.3e^{-0.3x} - 2x.
\end{align*}
\]

It is observed that the whole cost function $f(x)$ is divided into five local cost functions and each local cost function is assigned to an agent such that all the agents cooperatively reach globally optimal point. Note that $f(x) = \sum_{i=1}^{5} f_i(x)$ is convex. The adjacency matrix for the strongly connected graph is formulated as a binary matrix, where each element is either 1 or 0. The communication topology is shown as Fig. 1. Then, the corresponding out-degree and in-degree Laplacian matrixes are described by

\[
L_1 = \begin{bmatrix}
3 & -1 & -1 & -1 & 0 \\
-1 & 1 & -1 & 0 & 0 \\
0 & 0 & 3 & 0 & -1 \\
-1 & 0 & -1 & 2 & 0 \\
-1 & 0 & 0 & -1 & 1
\end{bmatrix}
\]

and

\[
L_2 = \begin{bmatrix}
3 & -1 & -1 & -1 & 0 \\
-1 & 2 & -1 & 0 & 0 \\
0 & 0 & 1 & 0 & -1 \\
-1 & 0 & -1 & 2 & 0 \\
-1 & 0 & 0 & -1 & 2
\end{bmatrix}
\]

The initial state of $x$ is $x(0) = [1, -1, 0, 3, 2]^T$. Parameters $\alpha$ and $\beta$ are given as $\alpha = \beta = 1$. The trajectories of each agent controlled by algorithm (5) with continuous-time systems over a general strongly connected graph are shown.
in Fig. 2, where the states of the agents globally asymptotically converge to the network optimizer \( x^* = 0.2439 \). Fig. 3 provides the trajectories of the agents under discrete-time systems with \( \epsilon = 0.1 \). The simulation results illustrate the effectiveness of our results.

6 Conclusion

In this paper, the distributed optimization algorithm has been proposed for both the continuous-time and discrete-time multiagent systems over a general strongly connected graph. The optimization condition and convergence rate have been obtained for the considered systems based on the Lyapunov method. Moreover, numerical simulations have also been provided to testify the theoretical results. One of the future research topics is to establish the algorithm for average consensus over a general strongly connected graph.
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