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1 Introduction

Rotorcrafts are frequently used for cargo transportation or
vertical replenishment on seaborne vessels (see Fig. 1). The
conventional way of doing it involves a manned helicopter,
which requires a very experience human pilot. Neverthe-
less, high risk still exists even when the most skillful pilot
is hired. The recent advancement of unmanned aerial ve-
hicles (UAVs) however has opened the possibility of using
unmanned rotorcrafts for this kind of cargo transportation or
good delivery tasks. One interesting case study is AirMule
from UrbanAero, which has been used to transport supplies
in Israel for military purposes [1]. A much fresher example
is Amazon’s PrimeAir project which aims to deliver pack-
age to every customer’s backyard in 30 minutes using small
quadrotor UAVs. To realize such applications, many theoret-
ical and technical problems need to be solved. Cargo trans-
portation using UAVs usually involves a slung load mecha-
nism. In [2, 3], innovative control methods have been pro-
posed to solve the general UAV slung load problem. For
lighter cargos, the loading mechanism can also be designed
in the form of rigid claws, such as those appeared in [4, 5].

However, most of the existing works assume that both the
UAV and the cargo positions are accurately known. This as-
sumption is valid only in occasions where the environment is
fully controlled. However, direct and accurate measurement
is usually unavailable in real-life scenarios. In order to ex-
pand the horizon of applications a small-scale UAV can do,
an onboard real-time navigation and guidance system, which
can provide accurate measurement and guidance informa-
tion, needs to be developed. One elegant solution is to in-
corporate a computer vision sub-system for target searching
and tracking. In fact, vision-based target detection and lo-
calization have been investigated extensively. Some of them
rely on visual targets with special shapes and features such
as points, lines and curves [6]. Others target on more gener-
al objects like a helipad [7], a mobile ground vehicle [8] or
another UAV platform [9].

Although abundant theoretical methods in solving the
above individual problems can be found in literature, there
are limited results on full system integration and implemen-

Fig. 1: Rotorcraft vertical replenishment (U.S. Navy Photo:
Use of released U.S. Navy imagery does not constitute prod-
uct or organizational endorsement of any kind by the U.S.
Navy.)

tation. In this paper, we propose a comprehensive UAV car-
go transportation system which incorporates a small-scale
single-rotor helicopter with onboard sensors and processors,
an innovative cargo loading and unloading mechanism, a set
of UAV guidance, navigation and control (GNC) algorithm-
s, and a vision-based target searching and localization sub-
system.

The developed UAV system, named NUS2T-Lion, has tak-
en part in the 2nd AVIC Cup – International UAV Inno-
vation Grand Prix (UAVGP), which was held in Beijing in
September 2013. In this competition, rotary-wing UAVs are
required to automatically transport cargos between two par-
allel moving ships. The cargos are in the form of bucket-
s with handles and they are initially placed within colored
circles drawn on the surface of the first ship. Circles with
a different color are drawn on the other ship, indicating the
unloading positions. The ships are simulated by ground plat-
forms moving on railways.

This paper is structured as follows: Section 2 introduces
the hardware configuration and system overview of NUS2T-
Lion. Section 3 to Section 5 expand the UAV control, navi-



Fig. 2: Cargo grabbing mechanism with load sensing
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Fig. 3: Onboard avionic system

gation and guidance algorithms respectively. Section 6 pro-
vides flight test data and competition results to justify the
performance and reliability of the overall system. Conclud-
ing remarks are made in Section 7.

2 Hardware Configuration and System Overview

NUS2T-Lion is built upon the Thunder Tiger Raptor 90
SE Nitro radio-controlled (RC) helicopter. Its original nitro
engine is replaced by a more efficient gasoline engine for en-
durance extension. An omnidirectional claw mechanism is
installed (see Fig. 2) to make the grasping of bucket handles
independent to the UAV heading angle. The design also in-
tegrates a load sensing mechanism which can differentiate a
successful cargo grasping from a failure. To achieve it, four
limit switches are installed under a rectangular plate support-
ed by springs. Once a cargo with sufficient weight is loaded,
at least one of these limit switches will be triggered.

For the onboard avionics (see Fig. 3), there are three main
sensors, namely a SBG Systems IG-500N GPS aided in-
ertial navigation system (GPS/INS) unit, a Matrix Vision
mvBlueFOX camera, and a Hokuyo URG-30LX scanning
laser range finder. Two onboard computers are used; one for
the implementation of GNC algorithms, and the other more
powerful one dedicated for vision processing. This dual-
computer structure improves system modularity and reliabil-
ity. The control computer is a Gumstix Overo Fire embed-
ded computer, which has an ARM processor running at 720
MHz. The vision computer is an Ascending Technologies
Mastermind, which has a powerful Intel Core i7 processor.
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Fig. 4: System structure for guidance, navigation and control

With the hardware system ready, software algorithms need
to be developed. Fig. 4 illustrates the overview of the GNC
algorithms implemented on NUS2T-Lion. The control block
makes sure the UAV is stabilized in attitude and able to track
3D trajectories. The navigation block refines all necessary
measurements by fusing raw data from various sensors. Last
but not least, by implementing a vision-based target detec-
tion and tracking algorithm, the guidance block dynamically
generates trajectories pointing towards correct destinations.
The next three sections will expand these blocks in detail.

3 Modeling and Control

For all UAV applications, stability of the controlled plat-
form is the foundation for the whole system. In this section,
we briefly introduces the nonlinear model of the single ro-
tor helicopter platform, and then proceed to control structure
formulation, inner-loop control law design, and outer-loop
control law design.

3.1 Nonlinear Flight Dynamics Modeling

The dynamic model of NUS2T-Lion follows the same
model structure introduced in [10]. There are four inputs
to the system, namely the collective pitch input δcol, control-
ling the heave dynamics, the lateral input δlat, controlling the
rolling dynamics, the longitudinal input δ lon, controlling the
pitching dynamics, and the pedal input δped, controlling the
yawing dynamics. Small cross-couplings exist among the
four channels. Outputs include the UAV global frame po-
sition Pn, body frame velocity Vb, attitude angles φ (roll),
θ (pitch), ψ (yaw) and their respective angular rates p, q, r.
Besides, as and bs are the longitudinal and lateral flapping
angles of the main rotor, and δped,int is an intermediate state
variable in representing the yaw dynamics. Note that the last
three state variables are not measurable.

Some of the model parameters can be directly measured,
such as the dimensions, mass, moment of inertia of the UAV,
while the others need to be identified by carrying out test-
bench experiments and flight tests. The detailed nonlinear
model formulation and parameter identification methods can
be found in [10], and they will not be repeated here.
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Fig. 5: Dual-loop control structure

3.2 Control Structure

In flight control engineering, a natural decomposition of
the full-order dynamic model of a helicopter is based on mo-
tion types, namely rotational motion and translational mo-
tion. In general, the dynamics of rotational motion is much
faster than that of the translational motion, which makes
them severable in the frequency domain. Moreover, the lin-
earized model of the single rotor helicopter system is found
to be of non-minimum phase if the two motion dynamics
are mixed together. This non-minimum phase characteristic-
s will highly complicate the control problem and it is best to
be avoided. Hence, it is preferable to form the control sys-
tem in a dual-loop structure, and design the inner-loop and
the outer-loop controllers separately.

Fig. 5 gives an overview of the proposed dual-loop con-
trol structure. The outer-loop controller generates accelera-
tions commands in the global frame ac, while the inner-loop
controller is looking for attitude references (φ c, θc, ψc). To
connect the two layers, a global-to-body rotation Rb/n and a
command conversion Gc is needed. Note that the body-axis
acceleration command ab,c does not mean anything to the
yaw reference ψc and the acceleration reference in the UAV
body z-axis actually directly relates to the collective control
input δcol. If Ga is the steady-state gain matrix from (δcol,
φc, θc) to the UAV body-frame accelerations, then we can
get the conversion matrix Gc as the inverse of Ga, i.e.,

(
δcol φc θc

)T = Gcab,c = G−1
a ab,c. (1)

For NUS2T-Lion,

Gc =

⎡
⎣ 0 0 0.0523

0 0.1022 0
−0.1022 0 0

⎤
⎦ .

3.3 Inner-loop Control Law Design

Despite the high complication of the nonlinear model,
NUS2T-Lion’s inner-layer linearized model is verified to be
invariant under non-acrobatic flight conditions. Hence, it is
reasonable to design an inner-loop control law based on the
linearized model, while using the nonlinear model for simu-
lation and verification purposes. Besides, NUS2T-Lion falls
into the category of small-scale outdoor helicopter which is
vulnerable to wind gust disturbances. Hence, the H∞ con-
trol method is evaluated to be the best choice. The linearized
inner-dynamics model of NUS2T-Lion can be represented in
a 9th order state space form:⎧⎨

⎩
ẋ = Ax + Bu +Ew,
y = C1x +D1w,
h = C2x +D2u,

(2)

where x, y, h, u, w are the system state, measured output,
controlled output, input and wind disturbance respectively.
More specifically,

x =
[
φ θ ψ p q r as bs δped,int

]T
,

u =
[
δlat δlon δped

]T
,

w =
[
uwind vwind wwind

]T
,

A =
[

09×3 Ā
]
,

where

Ā =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 620.5 0 0
0 0 0 0 327.6 0
0 0 −13.5 0 0 165.6

−1 0 0 −5.41 6.45 0
0 −1 0 −3.72 −5.41 0
0 0 −1 0 0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

B =

⎡
⎢⎢⎢⎢⎣

05×3

0 0 −54.69
2.975 −0.3 0
0.780 3.23 0

0 0 −4.46

⎤
⎥⎥⎥⎥⎦ ,

E =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

03×3

−0.0001 0.1756 −0.0395
0 0.0003 0.0338

−0.0002 −0.3396 0.6424
0 0 0
0 0 0
0 0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
.

As the onboard IMU can provide measurements of the first
six state variables, C1 can be formed accordingly and andD1

can be left as a zero matrix. C2 and D2 constitute weighting
parameters specifying the control objective. In our imple-
mentation, they are set in the following forms:

C2 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

c1 0 0 0 0 0 0 0 0
0 c2 0 0 0 0 0 0 0
0 0 c3 0 0 0 0 0 0
0 0 0 c4 0 0 0 0 0
0 0 0 0 c5 0 0 0 0
0 0 0 0 0 c6 0 0 0

03×9

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (3)

D2 =

⎡
⎢⎢⎣

06×3

d1 0 0
0 d2 0
0 0 d3

⎤
⎥⎥⎦ . (4)

The H∞ control problem is to find an internally stabiliz-
ing proper measurement feedback control law, such that the
H∞-norm of the overall closed-loop transfer matrix function
from w to h is minimized. According to [11], the minimum
H∞-norm, γ∗, can be numerically computed. However, it



is almost impossible to find a control law with finite gain
to achieve this particular optimal performance. Usually, an
H∞ suboptimal controller is designed, resulting in a subop-
timal H∞-norm γ > γ∗. It is also proven that when the
subsystem (A,E, C1, D1) is left invertible and of minimum
phase, which is exactly the case for NUS2T-Lion, the achiev-
able H∞ control performance under the state feedback and
the measurement feedback are identical. In other words, it
is appropriate to design the state feedback control law and
the observer separately for this kind of systems. Moreover,
only a reduced-order observer is needed to estimate the three
unmeasurable state variables in this case.

Based on the procedures in [11] and selecting the follow-
ing parameters for C2 and D2,

c1 = 13, c2 = 12, c3 = 1, c4 = 1, c5 = 1,

c6 = 6, d1 = 13, d2 = 12, d3 = 30,

γ∗ can be calculated as 0.2057. We choose an appropriate
γ = 0.21, and the corresponding H∞ suboptimal control
law can be formed as follows:

u = F x +Gr (5)

where

F =

⎡
⎣ −0.9952 −0.1177 0.0017 −0.0271

0.1386 −0.9927 −0.0005 −0.0056
−0.0186 0.0096 0.0526 −0.0006

0.0098 0.0143 −1.8795 −0.5324 0.0457
−0.0467 −0.0043 0.0253 −1.8175 −0.0503

0.0026 0.2379 −0.0925 −0.0216 1.3287

⎤
⎦ ,

G =

⎡
⎣ 0.9952 0.1177 −0.0017

−0.1386 0.9927 0.0005
0.0186 −0.0096 −0.0526

⎤
⎦ .

The last three unmeasurable state variables, denoted by x̂,
can be estimated by an observer as follows:

˙̂x = F̄ x̂ + Ḡy + H̄u (6)

where

F̄ =

⎡
⎣ −0.9952 −0.1177 0

0.1386 −0.9927 0
−0.0186 0 −28

⎤
⎦ ,

Ḡ =

⎡
⎣ 0 0 0 −9.309 0.2404 0

0 0 0 −1.225 −5.106 0
0 0 0 0 0 −3.452

⎤
⎦ ,

H̄ =

⎡
⎣ 2.975 −0.3 0

0.780 3.23 0
0 0 4.78

⎤
⎦ .

3.4 Outer-loop Control Law Design

A Robust and Perfect Tracking (RPT) control method is
used for the outer-loop position tracking control. The con-
troller structure and design techniques are adopted from [12].
By perfect tracking, it means the ability of the controlled

system to track a given reference with arbitrarily fast settling
time subjected to disturbances and initial conditions.

Since the outer-loop position outputs, x, y, z, are inde-
pendent and differentially flat, stand-alone RPT controllers
based on double integrator models can be designed to track
the corresponding position references. For each axis, the
nominal system can be written as

⎧⎨
⎩

ẋn =
[
0 1
0 0

]
xn +

[
0
1

]
un

yn = xn

(7)

To achieve better tracking performance, it is common to
include an integrator to ensure zero steady state error sub-
jected to step inputs. This requires to form an augmented
system as follows:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ẋo =

⎡
⎢⎢⎢⎢⎢⎢⎣

0 −1 0 0 1 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 0 0
0 0 0 0 0 1
0 0 0 0 0 0

⎤
⎥⎥⎥⎥⎥⎥⎦

xo +

⎡
⎢⎢⎢⎢⎢⎢⎣

0
0
0
0
0
1

⎤
⎥⎥⎥⎥⎥⎥⎦

uo

yo = xo

ho =
[
1 0 0 0 0 0

]
xo

(8)

where xo =
[∫

(pe) pr vr ar p v
]T

with pr, vr, ar be-
ing the position, velocity and acceleration references, p, v
being the actual position and velocity, and p e = pr − p being
the position error. According to [12], a linear control law of
the form below can be acquired,

uo = Foxo, (9)

where

Fo =
[
kiω

2
n

ε3
ω2

n + 2ζωnki

ε2
2ζωn + ki

ε

1 −ω
2
n + 2ζωnki

ε2
−2ζωn + ki

ε

]
. (10)

ε is a design parameter to adjust the settling time of the
closed-loop system. ωn, ζ, ki are the parameters that deter-
mine the desired pole locations of the infinite zero structure
of (8) through

pi(s) = (s+ ki)(s2 + 2ζωns+ ω2
n). (11)

Theoretically, the RPT controller gives arbitrarily fast re-
sponse when ε approaches zero. However, due to physical
constraints of the UAV dynamics and its limited inner-loop
bandwidth, it is safer to set the bandwidth of the outer loop
to be one fifth to one third of the inner-loop bandwidth. For
the case of NUS2T-Lion, the following design parameters
are used:

x, y :

⎧⎪⎪⎨
⎪⎪⎩

ε = 1
ωn = 0.707
ζ = 0.707
ki = 0.25

z :

⎧⎪⎪⎨
⎪⎪⎩

ε = 1
ωn = 0.99
ζ = 0.707
ki = 0.29



4 Navigation

In designing the flight control law for NUS 2T-Lion, the
previous section assumes that all measurements are avail-
able and reliable. In practice, there is still missing informa-
tion and unacceptable amount of measurement errors. First,
the cargo platforms are moving, which requires the UAV to
synchronize its motion with. Second, the UAV height mea-
surement from GPS/INS is not accurate. If it is used blindly,
the UAV may crash onto the surface of the cargo platform,
resulting in catastrophic consequences. Third, the x, y pla-
nar position of the UAV also needs to be controlled extreme-
ly accurate for the cargo grasping and releasing actions to
take place. While the first two problems can be solved in a
navigation sense, which will be discussed in this section, the
third problem is more appropriate to be solved in a guidance
sense, which will be covered in Section 5.

4.1 Navigation in Ship Frame

As the cargo platforms are simulating ships, they will be
called ‘ships’ in the following context to avoid ambiguity
from the term ‘platform’ which is used for both the UAV
platform and the cargo platforms. A reliable solution for the
UAV to synchronize itself with the motion of the ship is to
install another GPS/INS sensor on the ship and send its infor-
mation to the UAV onboard system. By doing so, the UAV
can be controlled in a ship-referenced frame instead of the
global frame. In this ship-referenced frame, a zero steady-
state tracking error in position and velocity means the UAV
is controlled right above the ship with the same velocity, but
subject to GPS/INS measurement noises.

As measurements provided by GPS/INS sensors on the
UAV and on the ship are defined in the same global frame
and the motion of the ship involves no rotation, it is ade-
quate to convert all position, velocity and acceleration mea-
surements into the ship frame by simple subtraction. So,

⎧⎨
⎩

p = puav − pship,
v = vuav − vship ,
a = auav − aship .

(12)

If we refer back to Fig. 5, the outer-loop measurements
and references are now represented in the ship frame instead
of the global frame. Following this convention, it is also
straight forward to convert the UAV heading angle to the ship
frame as well, where

ψ = ψuav − ψship. (13)

4.2 Height Calculation via Laser Scanner

An accurate height measurement is not only needed for
the cargo loading and unloading tasks, but also helpful for
autonomous taking-off and landing. Motivated by this, a s-
canning laser range finder is installed onboard of the UAV
and the corresponding algorithm to calculate the UAV height
based on its range measurements is developed.

For each laser scan, an array of range measurements with
different radial directions are acquired. A simple trigono-
metric transformation can be applied to to convert the data
from polar coordinates to Cartesian coordinates. Then, the
split-and-merge algorithm [13] is applied to divide these 2D
points into clusters, with each cluster of points belonging to

 

 

   

  

 

  

 

  

 

 

  

 

 

Fig. 6: The split-and-merge and line extraction algorithm

an individual line segment. The main steps of the split-and-
merge algorithm is summarized below with Fig. 6 giving a
graphical illustration.

1) Connect the first pointA and the last pointB.
2) Find point C among all data points that has the longest

perpendicular distance to line AB.
3) If this longest distance is within a threshold, then a clus-

ter is created containing points between A and B.
4) Else, the input points will be split into two sub-groups,

A-C andC-B. For each sub-group, the split-and-merge
algorithm will be called recursively.

Each cluster of points will then be fitted by a line equa-
tion with the line’s normal direction α k and its perpendicular
distance to the center of laser scanner dk. After filtering out
those line segments with dissimilar gradients to the ground
plane, the remainings are sorted by their perpendicular dis-
tances to the laser scanner center. The furthest line segments
are kept, and among them the longest one is believed to be
the true ground. Finally, the UAV height can be calculated
as the perpendicular distance of this line to the laser scanner
center, compensated by the offset between the laser scanner
and the UAV center of gravity (CG) as well as the UAV atti-
tude angles. Using this method, an accurate height measure-
ment can be obtained as long as the laser scanner projects a
portion of its laser beams onto the true ground. It even work-
s for the case when the UAV flies over places with scattered
protruding objects.

4.3 Height Measurement Fusion

As there are two sources of height measurements, one
from GPS/INS and the other from laser scanner, it is best to
combine them so that the UAV state variables in the z-axis,
i.e. xh =

[
z wg az,g δz

]T
, can be optimally estimat-

ed. Here, z is the UAV vertical height with respect to the
ground surface, wg and az,g are the corresponding velocity
and acceleration and δz is the position offset between the G-
PS/INS measurement and the laser counterpart. This offset
has to be considered because the two sensory systems have
different zero references and it also accounts for the time-
varying position bias of the GPS/INS sensor. In addition,
we also formulate the estimator by considering the physical
dynamics of a single-axis mass point system:

{
ẋh = Ahxh + Ehwh

yh = Chxh + vh
(14)
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Fig. 7: Result of height estimation by data fusion

where

Ah=

⎡
⎢⎢⎣

0 1 0 0
0 0 1 0
0 0 0 0
0 0 0 0

⎤
⎥⎥⎦, Eh=

⎡
⎢⎢⎣

0 0
0 0
1 0
0 1

⎤
⎥⎥⎦, Ch=

⎡
⎢⎢⎣

1 0 0 0
1 0 0 1
0 1 0 0
0 0 1 0

⎤
⎥⎥⎦

and wh, vh are Gaussian noises with covariance matricesQh

andRh respectively. Qh and Rh can be chosen by analyzing
signal noise levels logged in UAV hovering flight test.

By applying the Kalman filter, a reliable estimation of
UAV height can be obtained. Figs. 7 shows the height
estimation result via data collected in one flight test. It can
be seen that the fused result has higher quality than the
original height information from GPS/INS or laser scanner
alone. The slow drifting of GPS/INS and a few small
outliers from laser height measurement are not present any
more. At the same time, the estimated UAV vertical velocity
is also less noisy than the raw GPS/INS measurement.

5 Guidance

The guidance block leads the UAV to do meaningful
movements by generating mission oriented reference trajec-
tories. It involves two main objectives in this cargo trans-
portation task. One is to locate the cargo loading and unload-
ing positions via vision, and the other is to generate a smooth
trajectory linking the UAV current position to the destination
position by considering its kinematic constraints.

5.1 Vision-based Target Localization

Vision algorithms for target detection and localization are
usually mission dependent. In the context of UAVGP, the
fundamental task is to identify the correct target ellipse in the
captured 2D image and then estimate its pose in the physi-
cal 3D space. There are three key algorithms in our vision
system, namely ellipse detection, ellipse tracking and single-
circle-based pose estimation.

1) Ellipse detection has been investigated extensively in
literature. Ellipse fitting, introduced in [14] is chosen
as the core ellipse detection algorithm in this work, be-
cause it is very efficient compared to other hough trans-
form based methods. Unfortunately, ellipse fitting only

fits the best ellipse for a given contour without ques-
tioning whether the contour is suitable to be seen as an
ellipse in the first place. To complement its shortage, a
three-step procedure, consisting of pre-processing, el-
lipse fitting and post-processing, is proposed. The pre-
processing is based on affine moment invariants (AMIs)
[15], while the post-processing is based on the algebraic
error between the contour and the fitted ellipse.

2) Ellipse tracking is to continuously track a single ellipse
after its detection has been initialized. In the UAVG-
P setup, multiple ellipses may be detected in an image
but only one of them is the true target. There are t-
wo challenging problems. First, the areas enclosed by
the ellipses are exactly the same in both shape and col-
or. Thus, template matching based on color, shape or
feature points may not be suitable. Second, when im-
plementing vision-based tracking algorithms on a fly-
ing platform, the fast dynamic motion of the UAV may
cause large displacement of the target ellipse between
two consecutive images. In order to track the target
ellipse robustly, the frame rate of the image sequence
must be high, which requires a very efficient tracking
algorithm. As a result, the CAMShift method [16] is
chosen here. It runs very fast and can track the target
ellipse even when its scale, shape and color keep chang-
ing.

3) Single-circle-based pose estimation is to calculate the
3D position of the target circle after its projected ellipse
on the 2D image has been identified. Circle-based cam-
era calibration and pose estimation have been studied in
[17, 18]. However, these studies mainly focused on the
cases of concentric circles, but our aim is to do pose es-
timation via only one circle. Theoretically, it is impos-
sible to estimate the pose of a single circle purely from
its perspective projection. However, from a practical
point of view, it can be solved by adopting a reasonable
assumption that the image plane of the camera is paral-
lel to the plane that contains the circle. This assumption
is fulfilled in our implementation because the onboard
camera is installed on a pan-tilt mechanism which can
be actively controlled to align with the ground plane.

Due to its own research significance in the computer vi-
sion society, more detailed discussion about this vision-
based target detection and localization algorithm are docu-
mented in [19]. Fig. 8 shows a number of consecutive im-
ages taken by the onboard camera. In each image, the green
ellipse is the target ellipse tracked by the vision algorithm,
while the yellow one is the area of interest returned by the
CAMShift algorithm. It can be seen that the target ellipse
has been correctly detected and tracked even when its scale
or shape varies.

5.2 Trajectory Planning

After the target location in the camera frame is obtained, it
needs to be transformed to the ship orientation for trajectory
planning. For each axis, the trajectory planner needs to know
the current UAV velocity v0, the maximum allowed velocity
vmax, the maximum allowed acceleration amax and the dis-
placement from the current position to the final position S.
Fig. 9 illustrates the basic idea of the proposed algorithm. If
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Fig. 8: Onboard images with ellipse detection and tracking

  
 

 

 

 

 

 

   

 

Fig. 9: Trajectory planning with continuous velocity

v0, a1, a2 and T are known, t1 has a conditional closed-form
solution as follows:
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

t1 = −C/B if A = 0,

t1 =
−B −√

D

2A
if AC > 0 & AB < 0 & D > 0,

t1 =
−B +

√
D

2A
if AC < 0 & D > 0,

t1 = −1 if otherwise,

where ⎧⎪⎪⎨
⎪⎪⎩

A = a2
1 − a1a2,

B = 2v0a1 + 2a1a2T,
C = v2

0 + 2a2v0T − 2a2S,
D = B2 − 4AC.

Correspondingly,

t2 = T +
v0 + a1t1

a2
.

However, a1, a2 and T are not known exactly. To solve this
problem, a recursive algorithm by listing all four cases of a1-
a2 combination and repeatedly increasing T by a 1-second
step is proposed as Fig. 10. The iteration stops until a feasi-
ble solution occurs.

6 Experimental and Competition Results

The aforementioned GNC algorithms have been imple-
mented onboard of NUS2T-Lion and modified towards the
competition requirements. Figs. 11–13 show the position
data logged in one of the flight tests. As the logged da-
ta is obtained from GPS/INS, it may not be as accurate as
the ground truth. Nevertheless, it still verifies the general
flight performance and indicates whether the UAV is doing
the right movements. In Fig. 11, thex position becomes larg-
er progressively because the UAV is moving from the nearest
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Fig. 10: Flowchart of the trajectory planning algorithm
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Fig. 11: Flight test result of x-axis position

cargo to the the furthest with respect to its take-off position.
It always comes back to a position around zero because the
reference path is designed in a way that the onboard cam-
era has the best view of both ships before every loading or
unloading dive. In Fig. 12, the y position signal goes back
and forth, indicating alternative movements between the two
ships. In Fig. 13, it is clear to see all the diving motions of
the UAV from its change in vertical displacement. The UAV
will stay at a low altitude with a variable time duration de-
pending on how many loading or unloading trials have been
performed.

With such performance, NUS2T-Lion has successfully ac-
complished all tasks in the UAVGP rotary-wing competition.
A final score of 1127.56 with 472.44 from the preliminary
contest and 655.13 from the final has made the team sec-
ond position in the overall Grand Prix. In fact, 655.13 is
the highest score in the final round. It should be highlight-
ed that unlike the preliminary contest in which the two ships
are stationary, the final round requires the UAV to carry out
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Fig. 12: Flight test result of y-axis position
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Fig. 13: Flight test result of z-axis position

cargo transportation with the two ships moving. This de-
mands for higher intelligence and robustness from the UAV
system, and it is indeed the strongest point of our solution.
The Chinese version video for this final flight can be found
at http://v.youku.com/v show/id XNjI5MTM2MDI0.html.

7 Conclusion

We have presented a comprehensive design and develop-
ment methodology in solving the rotorcraft UAV cargo trans-
portation problem. Besides the hardware innovations, the
main contributions of our work are on UAV guidance, navi-
gation and control algorithms. One highlight of this work is
the integration of the UAV navigation system with a vision-
based guidance system. Further studies are needed to make
the system more intelligent and able to work in harsher con-
ditions such as completely GPS-less environments and trans-
porting cargos in between ships with wobbling decks caused
by sea waves. This is one of the ongoing projects that our
group is conducting at moment.
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